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Broader context

AI algorithms highly effective at prediction tasks

Yet AI adoption remains slow:

< 3% of hospitals (Goldfarb, Taska, and Teodoridis

2020)

< 2.5% of worker roles (Babina et al., forthcoming)

McKinsey: global AI adoption rates plateaued since

2019

Algorithm Aversion (e.g. Dietvorst, Simmons, and Massey

2015)

Bring the human-in-the-loop of the algorithmic decision:

Ex-ante human oversight before reaching individuals

affected by the decisions (Dietvorst, Simmons, and

Massey 2018; Burton, Stein, and Jensen 2020; Sele

and Chugunova 2022)

Compromise the benefits of the algorithmic decision:

Lower accuracy (Sele and Chugunova 2022)

Introduce human bias (Tversky and Kahneman 1974)

Less reliable (Meehl 1954; Dawes, Faust, and Meehl

1989)

How can we optimize the placement of human oversight

within the algorithmic decision-making process?

Executive summary

We propose an innovative human-in-the-loop approach:

an ex-post human-in-the-loop upon appeal to maintain

the benefits of algorithms and meet the regulatory

concerns

We focus on the preferences of individuals who are
affected by the decisions between:

Ex-ante human-in-the-loop

Ex-post human-in-the-loop

The aversion to algorithms makes individuals prefer the

ex-ante over ex-post human-in-the-loop (Study 1)

We nudge individuals to prefer ex-post over ex-ante

human-in-the-loop by triggering their analytical thinking

(Study 2)

Ex-post human-in-the-loop approach

Advantages of ex-post human-in-the-loop

For firms:

Reduce costs

Scales of algorithm deployment

Enhance algorithmic machine learning

For individuals affected by the decisions:

Offer a second chance for favorable outcomes

Studies overview

Both studies are pre-registered

Study 1:

N = 295 from Prolific, after excluding those who failed

the attention check

Study 2:

N = 974 from Prolific, after excluding those who failed

the attention check

Study 1

To address:

Are individuals aware of the advantages of ex-post

oversight?

Preferences between ex-ante and ex-post

human-in-the-loop algorithmic decisions

Design:

A hypothetical bank loan application scenario

The banks use two options to decide to approve or

reject the loan

2-cell between-subject design, varying in the initial

decision-maker: a human or an algorithm

DV:

Binary choice between Option 1 (ex-ante oversight)

and Option 2 (ex-post oversight)

Results of study 1

Study 2

To address:

Can we nudge individuals to prefer ex-post over

ex-ante human-in-the-loop?

Design:

A hypothetical bank loan application scenario

The banks use two options to decide to approve or

reject the loan

2 × 2 between-subject design, varying in (1) the initial

decision-maker: a human or an algorithm; (2) whether

to explain the role of human oversight

Description of the human oversight: although such a

revision could swing in your favor, it might also lead to

an unfavorable outcome, especially if the initial

decision was already favorable to you

DV:

7-point Likert scale (1 – Absolutely prefer ex-ante

oversight, 4 – Indifferent between ex-ante and ex-post

oversight, 7 – Absolutely prefer ex-post oversight)

Results of study 2

ANOVA interaction: F (1, 970) = 18.69; p < 0.001, η2 =

0.02

Next

Driving preference: aim towards adopting the ex-post

human-in-the-loop approach

Potential mechanism why individuals do not exhibit a

preference for ex-post human-in-the-loop
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