
N = 294 social media users residing across EU Member States
(57.82% Male, Mage=28.33, SDage=8.42), recruited on Prolific
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Together our findings suggest that the perceived responsibility of 
users, the images they view as well as the context behind which
images are shared online are significant considerations in the 
moderation of content by users.

Future behavioural studies which seek to impact law and policymaking 
can benefit from interdisciplinary collaborations between researchers
in law and psychology.  
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Figure 1: (A) Proportion of decisions to ‘Report’ 

across Images and Poster Intention, 

between Groups. Error bars represent 95% 

Confidence Intervals; (B) Model estimates 

expressed as odds ratio for each of the model 

parameters. Significance ***p<.001, *p<.05.

 

   

Image Category and Poster Intention impact punishment decisions
 on social media (but Perceived Responsibility does not)

 
The spread of harmful and inappropriate social media content is a pertinent 
issue necessitating the need to understand how users respond to different 
types of online content and how they wish to mitigate the spread of harm 
on social media.

Empirical studies have consistently identified a bystander’s perceived 
responsibility as a key determinant of action versus inaction against harm.1  

It has also been found that situational context such as intention of an actor, 
can affect moral judgments.2

 
In line with developments in EU law on content governance, we designed an 
online study to investigate the impact of perceived responsibility, poster 
intention and moral image category on decisions to report content and 
preferences to punish other social media users.  
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Multilevel linear regression (with Poission distribution) found Image (Positive - Negative; p<.001) and 

Poster Intention (approval - disapproval; p<.001) as significant factors in punishment preferences. 

K E Y  TA K E A W AY S
Our research suggests that user judgments about what 
should and should not be on social media are complex. 
Various factors play a role in their online decisions.
These factors should be borne in minde by policymakers 
developing content moderation policies and strategies. 
  

Multilevel logistic regression found: 

Group (No Adjudication - Adjudication; p=0.01), 

Image (Positive - Negative; p<.001) and 

Poster Intention (approval - disapproval; p<.001) 

as significant factors in decisions to Report.  

Judgments and decisions captured in two online tasks
Task 1: Report DV: ‘Like’, ‘Dislike’, ‘Report’
Task 2: Punish DV: Assign Length of Ban: 0 - 30+ days
 

   

Within-Subjects: 

3 Image Categories 
Morally negative, neutral and 

positive images from Socio-Moral
Image Database3

2 Poster Intention 
Ostensible poster 

approval or disapproval

 

   

Between-Subjects: 

2 Groups 
No Adjudication: Instructed to 

respond as they would usually on 
social media 

Adjudication: Assigned the role of 
‘user content moderator’ with
responsibility of identifying 

inappropriate online content   

 

   

Perceived Responsibility, Image Category and Poster Intention 
each impact decisions to report on social media

Morally neutral image shared with 

poster disapproval 

Morally negative image shared with 

poster approval 

0.94
441.12 ***

1.20 ***

0.70 *
Group: No Adjudication

Poster Intention: approval

Image: negative

Image: neutral 

0.1 1 10 400

Odds Ratio for Decisions to Report 

0.00

0.25

0.50

0.75

1.00

P
ro

po
rti

on
 o

f ‘
R

ep
or

t’ 
C

ho
ic

e

   Positive     Neutral Negative
Image Category

No Adjudication Group

Positive    Neutral    Negative

Poster Intention
(95% CI)

disapproval
approval

Adjudication Group
(A)

0 10 20 30 0 10 20 30 0 10 20 30 0 10 20 30

Positive

Neutral

Negative

Punishment Scale (0 day ban - 30+ day ban)

Im
ag

e 
C

at
eg

or
y

disapproval
No Adjudication Group

approval
Adjudication Group

approvaldisapproval

27,24%31,4%
43,79%

17,6%23,6%29,64%
39,82%

18,79%

R E S E A R C H  Q U E S T I O N S  
What content do social media users want to report and punish on 
social media?

What is the role of a poster’s intention on users’ reporting and
punishment decisions?

How does a user’s sense of perceived responsibility impact their
decisions to moderate content?

   

Figure 2: Distribution of Punishment Amount between Groups, and across Images and Poster Intention
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