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Motivation & Background WSLS Heuristic
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differences remain unclear. In the current StUdy, we ) b P s &0 &0 wo " 00 20 P s &0 80 no % p(shift|loss)ip, = ‘/'[’/”-//'I”'\‘\)’ £ Op(snifltoss), * (1 = "f'\‘/”-“““‘\'\]’]
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and under which conditions the WSLS heuristic than gains differences of alternation p = probability. £ = frial. # = change in p per trial

predicts domain differences in exploratory choice. *_Simulation uses symmetric starting p =.5, 8=.2
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. . . . S:2, R: Lwith 1-p or 3 with p In contrast to human decision-makers, simulated
How can the WSLS heuristic predict domain — : —— . )
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. - 00 , ‘ . . 00 : : : : account for human exploratory choice behavior should
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. . - . . Fials . . Fials . be avoided as the WSLS heuristic’s performance
= Simulations: 1 million subjects WSLS is not sensitive to EV and WSLS is sensitive to changes in the . .
. . . . . . heavily depends on design elements such as EV and
= Variables of interest: Expected value (EV) by option, prefers the safe option number of relative wins and losses

EV differences, probability probabilities of decision-making task.
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