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Machine learning (ML) algorithms have been successful and sometimes even 

more accurate in predicting people’s preferences than humans. In a preregistered 

online study, we studied how humans learn preferences of others by showing 

participants a target's food preference ratings and asking them to predict the 

target’s preference ratings for other foods. We found that Word2Vec word 

embeddings combined with ML algorithms outperformed human predictions 

and participants who relied more on their own preferences made less accurate 

predictions. We also showed that ML algorithms could be handicapped to 

predict participant predictions (rather than target preferences) by incorporating 

participant preference.

• Training phase

• Participants viewed a list of 75 food items with a target’s preference 

ratings collected from Study 0. 

• These 75 food items were selected at random. All participants viewed the 

same 75 food items but with ratings from different targets. 

• Test phase

• Participants predicted the target’s preference ratings for the unseen 75 

food items, with access to the training items.

• Indicating personal preference

• Participants rated their own preference for all 150 food items, which was 

considered as self bias and added as an additional feature in ridge 

regression.
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• Word embeddings

• They are vectors derived from the distributional structure of words and 

concepts in large natural language datasets (e.g. a collection of books, 

Wikipedia, product reviews, and news articles) which represent natural 

linguistic environment.

• The distributional patterns of words correspond to their meanings or 

knowledge representations (Günther et al., 2019; Mandera et al., 2017).

• Thus, word embeddings provide rich knowledge representations for 

naturalistic stimuli and have been widely used in modeling high-level 

judgment (Richie et al., 2019)

• We used a pretrained Word2Vec model trained on a large corpus of Google 

news articles (Mikolov et al., 2013) that has 300-dimensional vectors 

representing 3M words.

• Machine learning algorithm

• Ridge regression takes each dimension of the Word2Vec vectors as a feature 

and learns coefficients on each feature by minimizing σ𝑖൫
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2, where 𝑦 are target’s preference ratings for food 

items, x are word vectors of the stimuli (i.e. food items), and w are 

coefficients. 

• Additional features, such as human forecaster’s self bias, can be combined 

with the Word2Vec vectors to jointly predict the target’s preference.

• Human accuracy (r = 0.481, p < 10−54)

• Machine accuracy without self bias (r = 0.575, p < 10−38)

• Machine accuracy with self bias (r = 0.568, p < 10−46)

• Adding participants’ own preference ratings as an additional feature makes 

machine less accurate in predicting the target’s preference ratings.

• We replicated this finding in the domain of risk perception, where we asked 

participants to learn a target person’s dread-inducing level of common risk 

sources.

• We also tested the effect of training size, where we presented participants with 

25, 50, or 75 items. The results are available by contacting Wanling Zou at 

wanlingz@sas.upenn.edu

… …

Methods

• Study 0 Stimuli collection

• 5 participants rated their preference for 150 food items from -100 (least 

prefer) to 100 (most prefer).

• Theses participants were the targets in Studies 1 and 2.

• Study 1 Food preference (preregistered)

• 50 participants, randomly assigned with one target

Results

• Human accuracy

• Each dot represents an average human prediction for a target’s preference 
rating of one food item vs. that target’s actual preference rating of the same 
food item.

• Machine accuracy

• Each dot represents a model prediction for a target’s preference rating of 
one food item vs. that target’s actual preference rating of the same food 
item.

Zoom meeting ID: 548 112 2840

Passcode: 905374

Or join by URL: 

https://upenn.zoom.us/j/5481122840?pwd=YzJy

NjdYUkpWY1o2d0lKRFlFOXUvZz09

If neither work, feel free to email Wanling at 

wanlingz@sas.upenn.edu


