Study 1: Advice Data

Borrowed from other research teams

One Ground Truth Measure:
Specificity - annotated by humans

Study 2: Plan-Making Data

Collected in HarvardX pre-course surveys
Two Ground Truth Measures:
Specificity - annotated by humans

Two Research Questions
Abstract:

How do we turn words into numbers?

(Cronbach & Meehl, 1955; John & Benet- Martinez, 2000; Dataset S le Word Inter-Rat ' _ '
Flake, Pek & Hehman, 2017; Fried & Flake, 2018) N Context she | Count Source :g‘:;er:e‘:rt Distance - randomly assigned
Concrete: Workplace  Amnual 360 Reviewsina 110 00y DVISTOIOEME (week- vs. course-long plans)
Feedback  food processing firm e, ' Sample Word Count
How well can we measure concreteness Course Name <
_ Teacher Parent-to-teacher letters for 304 36(19) Rogers & Kraft, 0.8 1z€ mean (sd)
INn hatural |anguage? Feedback  middle school students 2015 | American Government (HKS) 591 52.3 (36.5)
Letter mTurkers giving advice for 951 32 (22) Yoon, Blunden, Kristal & 0.92 Contract Law (HLS) 322 50.3 (37.5)
Advice  mistake-filled cover letter Whillans, 2020 | Masterpieces of World Literature 470 46.4 (36.5)
_ : mTurkers giving advice on Zhang & North, W : :
One Opthn: Humans Life Goals how to live a good life 301 36 (25) 5020 0.63 Pr|n0|ple§ of Bl.ocheml.stry 301 53.5(34)

PI Personal mTurkers recalling giving 171 36 (21 Blunden, Green & 0.86 D_ata Science: R Basics SR 209 D2
USSES | | Feedback recent personal feedback 1) Gino, 2018 ' Using Python for Research 2003 38.5(31.2)
What we've always been doing Task Tins Lab participants gave advice 208 38 (25) Levari, Wilson & 0.69 Science & Cooking: From Haute e 46.2 (381 )

o eomploriasie Summ f Results from Previ Model

. ummary of Results from Previous Models
ngh marglnal cost of labor Type of Name of o Measurement Validity I
o B M [ Takeaways
Not transparent Word-l evel mTurk Ratings |Brysbaert, Warriner & Kuperman, 2014| Low Low Low Low Medium

D?éﬁonz‘s Original MRC Coltheart, 1981 low | Low Medium Medium a# Off-the-shelf measures routinely fail
- . = - Bootstrap MRC Paetzold & Specia, 2016 Low Low Low Low Medium i ualitv is correlated with transparenc
AnOther Optlon' TeXt AnaIySIS Algorlthms Immediacy Pennebaker & King, 1999 Zero Zero Medium Low — Q I y . | | d p A y
us: There is an existing algorithm for concreteness Larrimore- LIWC Larrimore et al., 2011 Zero Low ‘
Plus: Th t lgorithm f t < Quality is inversely correlated with price
Ca'fgoggcal Pan-LIWC Pan et al., 2018 Zero Zero Low @9 Expect domain-specificity as a rule
- ) chring Original LCM Seih, Beier & Pennebaker, 2017 Zero Zero Medium Low =@ Description text i1s simbpler
Minus
_ o _ ¢ Syntax LCM Johnson-Grey et al., 2019 Zero Zero Low than natural Ianguage
There are eight existing algorithms for concreteness DICTION Hart, 2001 Zero Zero

Big Minus: Language contains an infinite number
of researcher degrees of freedom

Our Solution

Zero = < .03

Get it Right: Build your own Model!

=.03-1Low= .1-.2 Medium=.2-.4

earning

=.4-.6 Very High= >.6

Simple Recipe for Machine Learning
Collect Ground Truth:

In- vs. Out-of-Domain How Many Annotations?

"Mega-Analysis"

C _1o Train human annotators (ideally 2+, for reliability) Test Dataset 3
ompare many measures (m=12) Collect annotations in-domain (no less than 500) Training Advice Plan Plan Describin _g /-\./\/
across many contexts (k=17) Dataset Distance  Specificity 9 ®
with |arge samples (N:9 78()) Extract features: _ 228 .004 258 -113 - /
, Il I AdVI ce m Feature Set
All 1,2,3-word sequences ('n-grams”) [195. .260] [-024,.031]  [.232,.283]  [-.166, -.059] = g - tarres
Extra features: Brysbaert & Paetzold scores Plan 022 .339 026 -.012 - AdviceRaRIES:
=
The ReSUItS Distance | [-012,.056] .315..363] [-001,.053]  [-.066,.042] =
| ot SRR Estimate model: Plan 191 038 733 -.032 -
=« Most existing measures have no validity in our data Sred . - - >
=% A f 4 H lidi redict annotations using features Specificity | [.158,.224]  [.011,.065] [.720. .745] [-086, .022] -
C L ew eXIStIﬂg measureS nave some vall |ty LASSO a|gor|thm - regreSSK)n_“ke 119 019 .4’17 092 .9
=< New domain-specific measures perform better Describing | T
P P - Evaluate Accuracy: 085, 152]  [-015,039]  [394, 439] [,038, .1451]
o 8 In-domain: nested cross-validation - Feaur S
=< All analyses reproducible in doc2concrete R Out-of-domain: transfer learning Best 155 047 438 .363 S Planning Lt
Previous | [122 .188] | [.020, .075] 416, .460) [.315, .409]
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https://zoom.us/j/97712135696

