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Participants: One Hundred ninety-three (Females=96 ; mean age = 23.61 
years, SD = 8.07 ) individuals participated in the online survey 
voluntarily.

Procedure: We explored people’s judgement towards AI in five  key 
domains proposed by #AIforAll initiative.

• For each domain either two or three task scenarios were mentioned. 
All tasks had four questions which were each rated on a 10-point scale, 
these items measured acceptability, perceived sense of understanding, 
perceived nature of the task and algorithm aversion respectively.

Questions:
(a) How  acceptable it would be for them if an AI program performed 

the particular task (1 = "completely not acceptable" to 10 = 
"completely acceptable");

(b) The extent of their understanding about how an AI might perform 
the particular task (1 = "I do not understand at all how an AI program 
will do this task" to10 ="I completely understand how an AI program 
will do this task")

(c) Perceived nature of the task (1 = "completely objective" to 10 = 
"completely subjective") 

(d) whether they are aversive towards algorithms to do that task (1= "I 
prefer this task to be done by a qualified human" to 10 = "I prefer 
this task to be done by an AI program").

• We found lower acceptability of AI in education (Mean= 5.51, SD= 
2.21) and healthcare (Mean=5.87, SD=2.36) but higher acceptability 
in agriculture (Mean=8.13, SD=1.74), smart mobility (Mean=7.78, 
SD=1.49) and smart cities & infrastructure (Mean=7.25, SD=1.81). 

•With AI slowly paving its way into the 
public sector, Niti Aayog, the “Think 
Tank” of the Government of India, has 
launched the #AIforAll1 initiative to 
introduce AI in various sectors, 
including healthcare, education, 
agriculture, mobility, and smart cities & 
infrastructure.

•These initiatives' success largely 
depends on the public's acceptance 
and trust because people are aversive 
to use AI algorithms in some domains, 
even when Algorithms perform better 
than humans (Algorithm Aversion)5.

•Lack of transparency5, domain 
specificity11, task sensitivity2, stakes 
involved10, and uniqueness-neglect7

are some of the factors that contribute 
to algorithm aversion.

•Providing social proof 1, making it look 
like it is customized7, giving humans 
some control over the algorithm4, 
understanding how the algorithms 
work11, and increasing algorithmic 
processing transparency can favor 
reducing aversion.

•The current study is the first attempt 
to explore public acceptability in 
different sectors of governance where 
we tried to gauge people's 
acceptability, understanding, and 
preference for the use of AI.
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• A simple linear regression revealed that 
perceived understanding drives 
acceptability towards AI; (F(1,191) = 75.23, 
p < .001); R2 = .283

• We also observed higher acceptability 
leads to lower algorithm aversion ; F(1,191) 
= 272.89, p < .001 with R2 of .588

• A stepwise regression model was 
obtained which is  “Acceptability= 2.515+ 
(.184* Perceived Understanding)+ (.575* 
Algorithm Aversion)”.

•Acceptability is the key to decrease 
algorithm aversion.

• Domain specificity exists in acceptance of 
algorithms, such as in some domains, 
people are willing to use algorithms, and in 
others, they do not.

•People's perceived understanding of how 
AI works  drives both algorithm 
acceptability and aversion in various 
domains.

•The study provides a clear picture of  the 
factors affecting acceptability of AI, thus 
representing a more precise picture than a 
range of previous diversified findings, 
which has important implications for 
national tech strategies
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Figure 1: Acceptability across the domains. Acceptability in education and 
healthcare is lower compared to other domains.  

Figure 2: Acceptability and understanding across the domains.   
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