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Learning over Trials Model Comparison Results

Background and Motivation Card Search Task: Optimal Strategy

How, and how well, do people switch L _ . | .
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between exploration and exploitation to

| The optimal strategy requires exploiting. Participants start off switching too late, but
search for and accumulate resources? In a \
novel card selection task, participants learn to

Task performance:
Threshold models perform best, random models worst,

. _ _ _ sampling models in between (cutoff does poorly).
ONLY ONE switch from over 30 trials they learn to switch sooner, approaching

exploration to exploitation, as the optimal distribution of switch points: Fit to participant behavior:
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optimal stopping problems like the Secretary | | | | Participants also start off switching too often, but learn bl B
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and s being a strength parameter.

A Card Search Task -

100

Number of switches Initial turn of persistent exploitation | Performance

_ First 10 | 2.57 (1.96) 8.77 (3.63) 1492 (112.3) The majority of individual participants were fit best by
We developed a Computerlzgd card Search tgsk %0} N ARTE P e e the linear decreasing threshold model, but many were
that allows balanced eXplOrathn and eXplOltathn. 80 | TS ST TS best fit instead by the cutoff model, indicating they
Participants are told to accumulate as many points 70 I - 555 06 may have thought (wrongly) of the task as a Secretary
. . . . ptima .0 (0. : 047 6)
as possible in each of 30 trials, by turning over new ERCY Problem:
. (O
cards or selecting already-found cards for 20 turns. > sof —
O Number of | Participants’ mean
M 40t | Strategy participants score
. . - . . O Linear decreasing threshold 117 1545
On the first turn of each trial participants click on 30} Cutoff 33 1486
the deck to start by revealing a card that is put on 20| - Optmal | Decision Models Com pared Jro-ureshod 5 s
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points. Card values range from 1 to 99, each with actual choices conform to a decreasing threshold.

equal likelihood and sampling with replacement. Threshold models:

One-threshold model in eq. (1) with T, s

Linear decreasing threshold, with T(t) = b + m(t-2), s
Two-threshold model with T1, T2, k (switch point), s
Six-threshold model as in eqg. (1)

Conclusions

In resource-accumulating search, it is best to pick
an option to exploit early on, so start choosy and
qguickly drop in choosiness, as decreasing
thresholds do

This differs from optimal stopping search with one-
time payoffs, calling for longer exploration
Participants are mostly sensitive to the difference,
using decreasing threshold rules in the card search

Click on the deck or an uncovered car

Individual Differences in Thresholds
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Different participants report different patterns of thresholds over
turns, not just flat:

Sampling models:

 Fixed-sample: check first k cards, exploit highest card seen in
that sample at turn k+1 and rest of turns, with probabillity h
Cutoff: check first k cards, set threshold at highest card seen,
explore until a higher card is found and exploit it for rest of
turns, with probability h (successful on Secretary Problem)
Successive non-candidate count: after | successive non-
candidates (not highest value seen) have been passed,
exploit next candidate seen for rest of turns, with probability h

(h corresponds to trembling hand)

100 Means of Four Types of Reported Thresholds

task, though they cannot explicitly indicate their
search rule

Participants learn to do better over trials, switching
to exploitation sooner and less frequently
Response times (not shown) indicate faster exploit
than explore decisions, also supporting decreasing
thresholds.
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30 Trials

Constant
Increase
Decrease
Mix

Single Trial

20 Turns 0

Ssrgemsmmsetcmsen
resnees Out of N=188, 71 participants were Increasing, 47 were
Decreasing, 19 were Constant (flat), and 51 were Mixed
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