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How do individuals 
incorporate outliers from a 

sample into their predictions 
of the population distribution?



the task

evaluation & weighting

prediction of the population mean

a small sample of some data with an potential outlier

(x1, x2 …xn-1, xn)
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if sample is exponential distribution
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if sample is normal distribution

Statistical benchmark - Tests of discordancy

(Likes, 1966) (Dean & Dixon, 1951)
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analytic approach
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analytic approach

Quantile Regression
with bootstrapped SEs clustered by participant

predicting the 10th, 50th and 90th percentiles

Robust Regression
as a linear mixed-model with random participant intercepts
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results
Evaluate participants against 4 predictions:
1. Overweighting
2. Sample mean
3. Discordancy tests
4. Sample median
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Do participants use the sample mean to predict 
population mean?
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linear: 
B = 0.21,t = 14.75

quadratic:
B = -0.002, t = -8.88
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Do participants use the sample median to 
predict population mean?
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open questions 

summary
• about 10% of participants give extra weight to 

outliers in a sample
• about 10% of participants also always ignore 

outliers
• On average, participants start to discount 

early, but don’t discount enough

• other distributions? 
• individual differences in outlier appraisal?



Barnett, 1978



Barnett, 1978



Barnett, 1978



thank you! 

thoughts?

email me at jdannals@stanford.edu

or find me at www.jendannals.com


