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#### Abstract

In two experiments, participants decided on each of several trials whether or not to take a risk. If they chose to take the risk, they had a relatively high probability (from $75 \%$ to $95 \%$ ) of winning a small number of points and a relatively low probability ( $5 \%$ to $25 \%$ ) of losing a large number of points. The loss amounts varied so that the expected value of taking the risk was positive on some trials, zero on others, and negative on the rest. The main independent variable was whether the probability of losing was communicated using numerical percentages or icon arrays. Both experiments included random icon arrays, in which the icons representing losses were randomly distributed throughout the array. Experiment 2 also included grouped icon arrays, in which the icons representing losses were grouped at the bottom of the array. Neither type of icon array led to better performance in the task. However, the random icon arrays led to less risk taking than the numerical percentages or the grouped icon arrays, especially at the higher loss probabilities. In a third experiment, participants made direct judgments of the percentages and probabilities represented by the icon arrays from Experiment 2. The results supported the idea that random arrays lead to less risk taking because they are perceived to represent greater loss probabilities. These results have several implications for the study of icon arrays and their use in risk communication.
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## 1 Introduction

Icon arrays are one of many graphical methods for communicating risk probabilities (GarciaRetamero \& Cokely, 2013). Figure 1, for example, is an icon array meant to communicate that some negative outcome has a $15 \%$ probability of occurring. The 100 ovals represent 100 cases, with the 15 red ovals representing the number of cases out of 100 for which the negative outcome is expected to occur. The icon array in Figure 1, therefore, could be used to communicate a $15 \%$ chance that a person will have a heart attack, a $15 \%$ chance that a business venture will fail, or a $15 \%$ chance that a picnic will be spoiled by rain.


Figure 1: An icon array representing a $15 \%$ probability of some negative outcome. This is also an example of the random icon arrays used in Experiment 2.

Icon arrays have been recommended as an effective way to communicate risk - especially for people who are low in numeracy (e.g., Fagerlin et al., 2011; Garcia-Retamero \& Cokely, 2013). These recommendations are based on both theoretical and empirical considerations. Theoretically, it has been argued that icon arrays are beneficial because they communicate in terms of relative frequencies rather than single-event probabilities (Tubau et al., 2019), they explicitly present information about how often the negative outcome is expected to occur and not to occur (Garcia-Retamero et al., 2010), they are more easily and automatically processed (Ancker et al., 2006; Trevena et al., 2013), and they result in deeper and more meaningful gist represenetations as opposed to surface-level verbatim representations (Brust-Renck et al., 2013). Empirically, icon arrays have been shown to help people solve Bayesian inference problems (Böcherer-Linder \& Eichler, 2019; Brase, 2014; Tubau et al., 2019), improve their comprehension of relative and absolute risk-reduction statistics (Galesic et al., 2009; Garcia-Retamero et al., 2010), reduce their susceptibility to gain-loss
framing effects (Garcia-Retamero \& Galesic, 2010), and change their beliefs, emotions, and behavioral intentions in potentially adaptive ways (e.g., Nguyen et al., 2019; Walker et al., 2020). It is important to note, however, that not all studies have shown advantages of icon arrays over numerical representations (Etnel et al., 2020; Ruiz et al., 2013; Wright et al., 2009).

Despite all the research on icon arrays, however, there is surprisingly little on whether they actually help people make better decisions. As a starting point, we decided to test for an effect of icon arrays in a laboratory-based task that is similar to those used in many studies of risky decision making (e.g., Schneider et al., 2016; Shapiro et al., 2020; Tymula et al., 2012). On each trial, college student participants decided whether or not to take a risk that had a relatively high probability of winning a small number of points and a relatively low probability of losing a large number of points. The expected value of taking the risk was positive on some trials, zero on others, and negative on the rest. Crucially, the loss probability was communicated using either numerical probabilities or icon arrays. This approach has the advantage of allowing us to focus on the quality of participants' decisions in terms of a) the total number of points they earn in the task and b) the extent to which they use the optimal strategy of taking the risk when the expected value of doing so is positive and not taking the risk when the expected value of doing so is negative. There are at least two reasons that icon arrays might be helpful in this task. One is that they might attract greater attention to the loss probability and thereby mitigate any tendency people have toward underweighting it relative to the loss amount. This might help them recognize when, for example, a relatively small (or large) loss amount is offset by relatively large (or small) loss probability. The other is that icon arrays might help people form more accurate, precise, or reliable cognitive representations of the loss probability. This, in turn, might help them distinguish more clearly and consistently between trials with positive and negative expected values.

A secondary question concerned the effect of alternative icon array formats (e.g., Zikmund-Fisher et al., 2014). In the present studies, we focused specifically on the effect of using random icon arrays, in which the icons representing the negative outcome are distributed throughout the array, versus the more typical grouped icon arrays (also called sequential or consecutive icon arrays), in which the icons representing the negative outcome are grouped together. This is important for at least two reasons. First, some research suggests that random icon arrays are more difficult for people to understand than grouped icon arrays (Ancker et al., 2009; Schapira et al., 2001). Thus grouped icon arrays may lead to improved decision making even when random icon arrays do not. Second, Ancker et al. (2011) found that random icon arrays were judged to contain a greater percentage of icons representing the negative outcome than were equivalent grouped icon arrays. This could mean that random icon arrays cause people to perceive greater risk and therefore engage in less risk taking.

## 2 Experiment 1

### 2.1 Method

### 2.1.1 Participants

The participants were 88 introductory psychology students ( 64 female and 24 male) at California State University, Fresno. They participated as part of a course requirement. The sample size was determined by the number of student participants allotted to the researchers during that academic term. A sensitivity power analysis using G*Power (Faul et al., 2007) shows that this sample size provided power of $80 \%$ to detect a moderate difference in points earned of $d=0.60$. Assuming a correlation of .50 between repeated measures, we would also have $80 \%$ power to detect a fairly small group (numerical percentage vs. icon array) $\times$ expected value interaction of $\eta_{p}^{2}=.018$. This particular interaction is important because it would indicate a difference between groups in sensitivity to the expected value of taking a risk.

### 2.1.2 Design and Procedure

The participants played a computerized game in which they made a series of decisions about whether or not to try to "defuse a bomb" by clicking on an image of a bomb or to pass by clicking on the word "pass." If they tried to defuse the bomb, one of two things happened. Either they succeeded and won 10 points or the bomb exploded and they lost some larger number of points. To help them make each decision, they were provided with information about the probability that the bomb would explode and the number of points they would lose if it did. The probability that the bomb would explode varied from trial to trial. It was either $5,10,15,20$, or $25 \%$. The number of points participants lost if the bomb exploded also varied from trial to trial in such a way that the expected value of trying to defuse the bomb was either +5 points, 0 points, or -5 points. The exact loss amounts are shown in Table 1. Thus there were 15 distinct combinations of loss probability and loss amount. The entire game consisted of five blocks, each of which included these 15 distinct combinations in a random order, for a total of 75 trials.

Table 1: Loss amounts for each of the 15 different combinations of loss probability and expected value (EV) in Experiments 1 and 2. The gain amount was always +10 .

|  | Loss Probability |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| EV | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ |
| +5 | -90 | -40 | -23 | -15 | -10 |
| 0 | -190 | -90 | -57 | -40 | -30 |
| -5 | -290 | -140 | -90 | -65 | -50 |

Participants were randomly assigned to one of two conditions. In the numerical probability condition, the loss probabilities were always communicated in the form of a numerical percentage. In the icon array condition, the loss probabilities were always communicated in the form of a random icon array (Figure 2). The icon arrays consisted of 100 squares arranged in a $10 \times 10$ grid. The squares that represented cases for which the bomb exploded were red and were distributed quasi-randomly throughout the array. The remaining squares were blue. Note that because icon arrays necessarily present both the number of cases for which the negative outcome occurs and does not occur, the numerical probability condition included both the probability that the bomb would explode (in red text) and the probability that it would not explode (in blue text). In both conditions, this information was presented prominently in the middle of the computer screen.


Figure 2: The icon arrays used in Experiment 1.

Participants were tested at a desktop computer. The game was explained to them by a researcher as they looked at a static screen displaying a sample trial. The instructions emphasized that their goal was to earn as many points as they could and that the probabilities and loss amounts made it so that trying to defuse the bomb was sometimes the best decision and passing was sometimes the best decision. Participants then completed the 75 trials at their own pace and then immediately completed a computerized version of the eight-item Subjective Numeracy Scale (Fagerlin et al., 2007).

### 2.2 Results

### 2.2.1 Points

Because we were interested in the effect of icon arrays on participants' overall performance in the task, we looked first at the total number of points that participants earned across the 75 trials. As the boxplots in Figure 3 show, the distributions in the two conditions were quite similar. The icon array condition had a slightly higher median ( 1.00 vs. -19.00 ) but this difference was not statistically significant by a median test $\left(\chi^{2}[1]=0.18, p=.670\right)$. The numerical probability condition had a slightly higher mean (7.20, $S D=143.62$ vs. $-11.45, S D=153.06$ ) but again this difference was not statistically significant $(t[86]=$ $0.59, p=.56, d=0.13$ ). Because the total number of points earned was so variable, we also computed participants' expected number of points based on the number of times they tried to defuse the bomb in the positive and negative expected value conditions. Here the numerical probability condition had the slightly lower mean ( $21.48, S D=24.60$ vs. 23.18 ,


Figure 3: Boxplots showing the distribution of points earned in the numerical probability and icon-array conditions in Experiment 1.
$S D=27.83)$ but this difference was not statistically significant $(t[86]=0.30, p=.762, d=$ .06).

### 2.2.2 Risk Taking

We looked next at the tendency to take the risk (i.e., attempt defuse the bomb). For each participant, we computed the proportion of risks taken for each of the 15 trial types. The means and confidence intervals are presented in Figure 4. (All confidence intervals were computed using the procedure for repeated-measures designs described by Morey, 2008.) We also conducted a repeated-measures ANOVA with probability and expected value as within-subjects factors and condition as a between-subjects factor. We found that the proportion of risks taken decreased as the loss probability increased $(F[4,344]=48.98, p<$ $.001, \eta_{p}^{2}=.363$ ), and it also decreased as the expected value of the risky choice decreased $\left(F[2,172]=51.11, p<.001, \eta_{p}^{2}=.373\right)$. This shows that participants were sensitive to variation in both of these task parameters, albeit in a way that was far from optimal. (Again, optimal would mean always taking the risk when the expected value was positive and never taking the risk when the expected value was negative.) The probability $\times$ expected value interaction was also significant $\left(F[8,688]=2.77, p=.005, \eta_{p}^{2}=.031\right)$. This is because for positive expected values only, there was a distinct increase in risk taking between loss probabilities of 5 and $10 \%$. There was no main effect of condition $(F[1,86]=0.79, p=$ $\left..377, \eta_{p}^{2}=.009\right)$ and no condition $\times$ probability interaction $\left(F[4,344]=2.27, p=.062, \eta_{p}^{2}=\right.$ .026). (It is worth pointing out, however, that participants in the icon-array condition tended to take fewer risks when the loss probability was relatively high and that this interaction was statistically significant in Experiment 2.) There was no condition $\times$ expected value interaction $\left(F[2,172]=0.36, p=.699, \eta_{p}^{2}=.004\right)$, which suggests that icon arrays did



Figure 4: Means of the proportion of risks taken in Experiment 1, with error bars representing 95\% confidence intervals.
not help participants distinguish the different expected values. There was no three-way interaction $\left(F[8,688]=1.61, p=.118, \eta_{p}^{2}=.018\right)$.

### 2.2.3 Response Time

We also recorded the amount of time it took participants to make each decision. Because they were free to take as much time as they wanted, they occasionally took much longer than usual - perhaps because they were trying to understand the task, reassessing their strategy, or simply resting. For this reason, we excluded all response times that exceeded 10 s. This cutoff is somewhat arbitrary but resulted in the exclusion of all obviously anomalous
response times yet only $2.8 \%$ of the total number. Then, for each participant we computed the mean response time for each combination of probability and expected value. These results are shown in Figure 5.


Negative Expected Value


Figure 5: Means of the response times in Experiment 1, with error bars representing 95\% confidence intervals.

There was a main effect of probability $\left(F[4,340]=12.28, p<.001, \eta_{p}^{2}=.126\right)$, with participants generally taking longer to respond for higher loss probabilities. There was no main effect of expected value $\left(F[2,170]=0.88, p=.418, \eta_{p}^{2}=.010\right)$ and no probability $\times$ expected value interaction $\left(F[8,680]=1.03, p=.409, \eta_{p}^{2}=.012\right)$. There was no main effect of condition $\left(F[1,85]=0.15, p=.697, \eta_{p}^{2}=.002\right)$ and no probability $\times$ condition interaction $\left(F[4,340]=1.66, p=.158, \eta_{p}^{2}=.019\right)$. There was, however, an expected value $\times$ condition interaction $\left(F[2,170]=3.10, p=.048, \eta_{p}^{2}=.035\right)$. For negative expected values
only, participants in the numerical probability condition tended to respond more slowly. There was no three-way interaction $\left(F[8,680]=1.53, p=.144, \eta_{p}^{2}<.018\right)$.

### 2.2.4 Subjective Numeracy

Because icon arrays sometimes have a greater impact on people with low numeracy (e.g., Galesic et al., 2009), we also wanted to explore the role of numeracy as measured by the Subjective Numeracy Scale (SNS). We started by computing each participant's SNS score by taking the mean rating across the eight items. The mean of these scores across all participants was 3.88 with a standard deviation of 0.82 . These values are similar to - if not slightly lower than - those reported by other researchers using large representative samples. For example, Zikmund-Fisher et al. (2007; Study 3) reported a median score of 4.50 with an interquartile range of 3.75 to 5.13 for a sample of 1234 adults that was designed to mirror the U.S. population. By comparison, our median was 3.88 with an interquartile range of 3.28 to 4.50 . In other words, even though our participants were all young adult college students, their SNS scores were not especially high nor restricted in range.

Even so, subjective numeracy played little role in participants' overall performance. It was only weakly (and negatively) correlated with the number of points they earned $(\mathrm{r}[86]=$ $-.14, p=.20$ ) and the overall proportion of risks they took ( $\mathrm{r}[86]=-.04, p=.68$ ). We also included subjective numeracy as a covariate in separate ANOVAs looking at points earned, proportion of risks taken, and response time. For points earned and for the proportion of risks taken there were no significant main effects or interactions involving subjective numeracy. For response time, there was an expected value $\times$ condition $\times$ subjective numeracy interaction $\left(F[2,166]=5.63, p=.004, \eta_{p}^{2}=.064\right)$ that was not replicated in Experiment 2. We also conducted the ANOVAs reported throughout this research with subjective numeracy as a categorical variable (low vs. high) based on a median split. These results, which are summarized at http://osf.io/wtndc, are generally consistent with those reported here and do not change any of our basic conclusions.

### 2.3 Discussion

In Experiment 1, icon arrays had minimal effects on participants' performance in our risky decision-making task. They did not affect the number of points earned, the overall proportion of risks taken, or sensitivity to the expected value of taking the risk. There was, however, a trend toward participants in the icon-array condition taking fewer risks at the higher loss probabilities. It also appeared that icon arrays had similar effects regardless of participants' level of numeracy.

A potentially important feature of Experiment 1 is that we used random icon arrays rather than the more typical grouped icon arrays. Recall that people often find random icon arrays more difficult to understand than grouped icon arrays (Ancker et al., 2009; Shapira et al., 2001), which might explain why they were not helpful here. Furthermore, people
have been shown to judge icon arrays to represent greater percentages than they actually do, and this tendency is more pronounced for random icon arrays than for grouped icon arrays (Ancker et al., 2011). This could be why the random icon arrays in Experiment 1 led to less risk taking than the numerical percentages. For these reasons, we conducted Experiment 2 with a numerical probability condition, a random icon-array condition, and a grouped icon-array condition.

## 3 Experiment 2

### 3.1 Method

### 3.1.1 Participants

The participants were 113 introductory psychology students ( 82 women and 31 men) at California State University, Fresno. They participated as part of a course requirement, and none of them had participated in Experiment 1. The sample size was determined by the number of student participants allotted to the researchers during that academic term. A sensitivity power analysis using $\mathrm{G}^{*}$ Power shows that this sample size provided power of $80 \%$ to detect a moderate between-groups effect of $\eta_{p}^{2}=.035$ and, assuming a correlation of .50 between repeated measures, a fairly small group $\times$ expected value interaction of $\eta_{p}^{2}$ $=.018$.

### 3.1.2 Design and Procedure

The design and procedure were essentially the same as in Experiment 1 but now there were three conditions: a numerical-percentage condition and two icon-array conditions. The numerical-percentage condition was the same as in Experiment 1. For the grouped iconarray condition, we used the website http://iconarray.com to create icon arrays that differed in a few ways from those in Experiment 1. (See Figure 1 for an example.) First, the icons were ovals organized into a $10 \times 10$ grid that was taller and narrower than in Experiment 1. Second, the numbers $0,10,20, \ldots 100$ appeared along the left hand side of the icon array to indicate the cumulative number of icons starting at the bottom. Presumably, this makes it easier to know the precise number and percentage of icons representing the negative outcome. For the random icon-array condition, we modified these grouped icon arrays by distributing the red icons quasi-randomly throughout the array. For each probability, we then created a second random icon array by turning the first one upside down.

In all three conditions, participants again completed 5 blocks of 15 trials each, where the 15 trials within a block included all 15 combinations of loss probability $(5,10,15$, 20 , and $25 \%$ ) and expected value of taking the risk ( $+5,0$, and -5 ). Recall that in the random icon array condition there were two versions of each icon array, so one of the two was randomly selected on a trial-by-trial basis. Participants also completed the Subjective Numeracy Scale at the end of the procedure.

### 3.2 Results

### 3.2.1 Points

As the boxplots in Figure 6 show, the distributions of points earned in the three conditions were again quite similar. The medians were -61.00 in the numerical probability condition, 23.50 in the grouped icon-array condition, and 17.00 in the random icon-array condition. These differences were not statistically significant by a median test ( $\chi^{2}[2]=0.88, p=.645$ ). The means were $-33.54(S D=161.86)$ in the numerical probability condition, -6.39 ( $S D$ $=168.66)$ in the grouped icon-array condition, and $15.39(S D=166.88)$ in the random icon-array condition, but again these differences were not statistically significant ( $F[2,110$ ] $=0.82, p=.444, \eta_{p}^{2}=.015$ ). Finally, the means of the expected number of points were 26.08 ( $S D=24.58$ ) in the numerical probability condition, $23.42(S D=25.20)$ in the grouped icon-arrays condition, and $31.31(S D=31.02)$ in the random icon-arrays condition. And again these differences were not statistically significant $\left(F[2,110]=0.83, p=.437, \eta_{p}^{2}=\right.$ .015).


Figure 6: Boxplots showing the distribution of points earned in the numerical probability, grouped icon-array, and random icon-array conditions in Experiment 2.

### 3.2.2 Risk Taking

The means and standard errors of the proportion of risks taken are presented in Figure 7. We found again that risk taking decreased as the loss probability increased $(F[4,440]=56.05, p$ $\left.<.001, \eta_{p}^{2}=.338\right)$ and it also decreased as the expected value of the risky choice decreased $\left(F[2,220]=94.86, p<.001, \eta_{p}^{2}=.463\right)$. The probability $\times$ expected value interaction was again significant $\left(F[8,880]=5.72, p<.001, \eta_{p}^{2}=.049\right)$. The pattern was similar to that in Experiment 1 where, for positive expected values only, there was an increase in risk taking between loss probabilities of 5 and $10 \%$. There was a significant main effect
of condition $\left(F[2,110]=5.03, p=.008, \eta_{p}^{2}=.084\right)$, which was qualified by a significant probability $\times$ condition interaction $\left(F[8,440]=4.04, p<.001, \eta_{p}^{2}=.068\right)$. Participants in the random icon-array condition engaged in less risk taking than did participants in the numerical-percentage condition or the grouped icon-array condition, especially so at the higher loss probabilities. There was no condition $\times$ expected value interaction $(F[4,220]=$ $\left.1.14, p=.338, \eta_{p}^{2}=.020\right)$, but there was a significant three-way interaction $(F[16,880]=$ $1.67, p=.047, \eta_{p}^{2}=.029$ ). For participants in the random icon-array condition, the drop-off in risk taking was less pronounced for the positive expected values.
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Figure 7: Means of the proportion of risks taken in Experiment 2, with error bars representing 95\% confidence intervals.

### 3.2.3 Response Time

We used the same procedure to exclude extreme response times as we did for Experiment 1. This time it eliminated $2.7 \%$ of the responses. Figure 8 shows the results. There was again a main effect of probability $\left(F[4,440]=12.57, p<.001, \eta_{p}^{2}=.103\right)$, with participants taking longer to respond for higher loss probabilities. This time there was also a main effect of expected value $\left(F[2,220]=8.61, p<.001, \eta_{p}^{2}=.073\right)$, with participants responding most quickly for positive expected values. There was no probability $\times$ expected value interaction $\left(F[8,880]=0.37, p=.937, \eta_{p}^{2}=.003\right)$. There was no main effect of condition $(F[2,110]$ $\left.=0.82, p=.444, \eta_{p}^{2}=.015\right)$. There was, however, a probability $\times$ condition interaction $\left(F[8,440]=4.13, p<.001, \eta_{p}^{2}=.070\right)$, with participants in the random icon-array condition exhibiting a pronounced increase in response times at the middle probabilities. There was no expected value $\times$ condition interaction $\left(F[4,220]=0.48, p=.754, \eta_{p}^{2}=.009\right.$. 009) or three-way interaction $\left(F[16,880]=0.88, p=.598, \eta_{p}^{2}=.016\right)$.

### 3.2.4 Subjective Numeracy

The mean SNS score was 4.15 with a standard deviation of 0.85 . Again, subjective numeracy was only weakly correlated with the number of points earned $(r[111]=.14, p=.137)$, and the overall proportion of risks taken $(r[111]=-.01, p=.953)$. When subjective numeracy was included as a covariate in the analyses, some statistically significant interactions emerged for the proportion of risks taken. There was an expected value $\times$ subjective numeracy interaction $\left(F[2,214]=3.25, p=.041, \eta_{p}^{2}=.029\right)$. For positive expected values only, higher numeracy participants took more risks than lower numeracy participants. There was also a probability $\times$ expected value $\times$ subjective numeracy interaction $(F[8,856]=2.60, p=$ $.008, \eta_{p}^{2}=.024$ ). For positive expected values only, higher numeracy participants were less affected by the loss probability than lower numeracy participants. There was also an expected value $\times$ condition $\times$ subjective numeracy interaction $(F[4,214]=4.82, p<.001$, $\eta_{p}^{2}=.083$ ). Higher numeracy participants, but not lower numeracy participants, showed a crossover interaction where for positive expected values they took more risks in the grouped icon-array condition, but for negative expected values they took more risks in the numerical probability condition. It is worth noting, however, that none of these interaction effects was observed in Experiment 1.

### 3.3 Discussion

Generally speaking, the results of Experiment 2 confirmed those of Experiment 1. Overall, icon arrays had little effect on participants' overall performance in our risky decision-making task. Also, random icon arrays caused participants to take fewer risks than did numerical percentages, especially at the higher loss probabilities. This is consistent with the results of Ancker et al. (2011), who found that random icon arrays were judged to represent greater percentages than equivalent grouped icon arrays. In our experiments, participants might



Figure 8: Means of the response times in Experiment 2, with error bars representing 95\% confidence intervals.
have perceived random icon arrays to have a greater percentage of red icons, and therefore represent a greater probability that the bomb would explode. Thus it would make sense that they would be less likely to take the risk. We conducted Experiment 3 to test this interpretation by having participants directly estimate the percentage of red icons in the icon arrays from Experiment 2. We also changed the cover story from the bomb scenario used in Experiments 1 and 2 to one in which the icons represented red and blue jelly beans. We did this to rule out the possibility that there is something unique about the combination of the bomb scenario and the random icon arrays. For example, this combination could remind participants of a minefield where it would be especially difficult to avoid the bombs. Finally, we included a second condition in which we asked participants to judge the probability that a
randomly selected jelly bean would turn out to be red rather than to estimate the percentage of red icons. We did this because previous research has shown that various judgmental biases are enhanced when people make single-event probability judgments as opposed to relative-frequency judgments (e.g., Price, 1998; Slovic et al., 2000).

## 4 Experiment 3

### 4.1 Method

### 4.1.1 Participants

The participants were 218 introductory psychology students at California State University, Fresno. There were 163 women and 54 men, and one participant did not indicate a gender. They participated as part of a course requirement, and none of them had participated in Experiments 1 or 2 . The sample size was determined by the number of student participants allotted to the researchers during that academic term. A sensitivity power analysis shows that this sample size provided power of $80 \%$ to detect a small to moderate difference between groups of $d=0.38$ and, assuming a correlation of .50 among repeated measures, to detect a small group $\times$ probability interaction of $\eta_{p}^{2}=.013$.

### 4.1.2 Design and Procedure

This experiment was created in Qualtrics and conducted online. Participants were presented with the icon arrays from Experiment 2. In this study, however, the icons were described as representing red and blue jelly beans and participants were asked to make judgments related to the percentage of red jelly beans. Again, the icon arrays had red icons representing the following percentages: $5,10,15,20$, and $25 \%$. Each of these percentages was presented four times during the experiment for a total of 20 trials. Each trial began with a fixation cross in the middle of the screen. Then a single icon array was presented for 1200 ms in one of four predetermined locations around the perimeter of the cross. This approach was taken to prevent participants from counting the target icons and to encourage them to make quick and intuitive judgments.

Participants were randomly assigned to see either grouped icon arrays or random icon arrays. They were also randomly assigned to respond to one of two questions. In the percentage condition, they were asked to estimate the percentage of red jelly beans. In the probability condition, they were asked to judge the probability that a randomly selected jelly bean would be red. In both cases, they made their judgments by clicking on a visual analog scale labeled 0 on the left and 100 on the right (with no additional labels anywhere else on the scale). This was a slider item in Qualtrics that allowed participants to adjust their initial response by dragging along the scale after their initial click. After completing their 20 judgments this way, participants also completed the Subjective Numeracy Scale.

### 4.2 Results

### 4.2.1 Judgments

We computed each participant's mean judgment for each of the five percentages of red icons. The means and standard errors of these composite judgments are presented in Figure 9. We also conducted a repeated-measures ANOVA with the percentage of red icons as a withinsubjects factor and both array type and question wording as between subjects factors. Not surprisingly, the judgments increased with the percentage of red icons $(F[4,856]=868.55$, $p<.001, \eta_{p}^{2}=.802$ ). In addition, participants who saw random icon arrays made higher judgments than those who saw grouped icon arrays ( $\mathrm{F}[1,214]=22.49, p<.001, \eta_{p}^{2}=$ .095). Furthermore, there was an interaction such that the difference between the two array types increased as the percentage of red icons increased ( $F[4,856]=28.34, p<.001, \eta_{p}^{2}$ $=.117$ ). This pattern mirrors that in Experiments 1 and 2, where participants who saw random arrays took fewer risks, with the difference also increasing as the percentage of red icons increased. Participants who responded to the probability question also made higher judgments than those who responded to the percentage question $(F[1,214]=11.73, p<.001$, $\eta_{p}^{2}=.052$ ). And this difference also increased as the proportion of red icons increased ( $F[4$, $\left.856]=3.65, p=.006, \eta_{p}^{2}=.017\right)$. There was no three-way inteaction $(\mathrm{F}[4,856]=0.70, \mathrm{p}=$ $\left..590, \eta_{p}^{2}=.003\right)$.


Figure 9: Means of the judgments in Experiment 3, with error bars representing 95\% confidence intervals.

### 4.2.2 Subjective Numeracy

The mean SNS score was 3.85 with a standard deviation of 1.04 . To assess whether subjective numeracy played a role in participants' judgments, we repeated the ANOVA with subjective numeracy as a covariate. The only statistically significant effect involving subjective numeracy was the probability $\times$ question type $\times$ subjective numeracy interaction $\left(F[4,840]=3.30, p=.011, \eta_{p}^{2}=.015\right)$. One way to describe this interaction is as follows. In the percentage wording condition, the correlations between SNS scores and participants' judgments were minimal, with the strongest being -.08 ( $p=.399$ ) for arrays with $5 \%$ red icons. In the probability wording condition, however, these correlations were stronger overall and increased steadily from $-.06(p=.520)$ for arrays with $5 \%$ red icons to -.21 ( $p=.030$ ) for arrays with $25 \%$ red icons. This is consistent with the general idea that numeracy matters more for the understanding of single-event probabilities than it does for the understanding of relative frequencies.

### 4.3 Discussion

The results of Experiment 3 are consistent with the idea that random icon arrays are perceived as representing greater percentages and greater probabilities than equivalent grouped icon arrays. Furthermore, the interaction effect in Experiment 3 matches the interaction effect in Experiment 2. As the percentage of red icons increased from 5 to $25 \%$, there was an increasingly large positive effect of random arrays on the perceived percentage of red icons (Experiment 3) and an increasingly large negative effect on risk taking (Experiment 2).

## 5 General Discussion

In our laboratory-based risky decision-making task, icon arrays had minimal effect on participants' overall performance. Those exposed to icon arrays did not earn more points, nor did they distinguish more clearly between expected values - and there was no apparent moderating effect of subjective numeracy. The main difference across conditions was that random icon arrays resulted in less risk taking than either numerical percentages or grouped icon arrays, especially when the loss probability was relatively high ( 20 or $25 \%$ ). The results of Experiment 3 are consistent with the idea that this is because random icon arrays are perceived as representing greater percentages and probabilities.

These results are important for three major reasons. One is that they imply that the use of icon arrays to communicate risk does not necessarily lead to better decisions, even among those who are relatively low in numeracy. This is not to suggest that they never lead to better decisions or even that they usually do not. In fact, there are several features of the present studies that might have contributed to the null results. Among them are the following: 1) The participants were young and well educated, and they may have had a good enough understanding of numerical probabilities that the icon arrays did not provide
any additional benefit. We should note, however, that our participants' SNS scores were similar to those reported in previous studies of the general public. 2) We did not measure objective numeracy, graph literacy, or other potential moderating variables that could help to reveal positive effects of icon arrays within some sub-groups of participants. 3) The loss probabilities were relatively high and therefore might have been relatively easy for participants to understand regardless of how they were presented. Icon arrays might be more helpful for probabilities less than $1 \%$, which are often more difficult for people to conceptualize (e.g., Lipkus, 2007). 4) Participants saw either numerical probabilities or icon arrays, but never both. We cannot say, therefore, whether the combination of numerical probabilities and icon arrays might have had some benefit. 5) The task turned out to be quite difficult, with participants' point totals being close to zero on average and highly variable. It may have simply been too difficult for icon arrays to help. 6) Participants received immediate outcome feedback after trials on which they took a risk, which could have had a disproportionate effect on their decisions. For example, they might have taken risks out of boredom or they might have based their decisions exclusively on their most recent outcomes. An alternative approach would be to present feedback only after each block or only once at the very end of the task. 7) Loss probability and expected value were manipulated in a factorial design. This meant that, in terms of the underlying structure of the task, loss probability was uncorrelated with expected value. An alternative approach would be for loss probability to be correlated with expected value, in which case people might attend to it more and icon arrays might be more helpful.

We should emphasize that these features of the task are not reasons to dismiss the present results. Instead, they imply specific hypotheses that should be tested in future studies to identify conditions under which icon arrays do and do not help people make better decisions.

A second reason these results are important is that they suggest a way in which the formatting of icon arrays can affect people's risk taking. Specifically, random icon arrays - relative to numerical percentages and grouped icon arrays - appear to reduce risk taking. In the present studies, this reduction occurred regardless of the expected value of taking the risk. Thus for negative expected values, random icon arrays led participants to make the more rational decision. In contrast, for positive expected values, random icon arrays led participants to make the less rational decision. This emphasizes the idea that graphical risk communication methods can change behavior in ways that do not necessarily correspond to a "better understanding" of the risk and that the best method to use may depend on the goals of the communicator (e.g., Stone et al., 2017; Stone et al., 2015). For a risk communicator whose primary goal is to reduce risk taking, using random icon arrays could potentially be a useful tool.

Experiment 3 supported one explanation of the risk-reducing effect of random icon arrays. Specifically, people perceive the percentage of icons representing a negative outcome to be greater in random arrays than in equivalent grouped arrays. Similar results have been obtained by Ancker et al. (2011) and are consistent with research in numerosity perception,
where visual stimuli that are distributed widely across the visual field are judged to be more numerous than stimuli that are clustered (Allik \& Tuulmets, 1991; 1993). Thus when the visual stimuli represent the probability of a loss in a risky decision-making task, it follows in a straightforward way that people should take fewer risks.

Recall that Experiment 3 also showed that when people interpret the percentage of target icons as the probability of randomly selecting one, they judged that probability to be even greater than they judge the corresponding percentage. Again, similar results have been observed in other contexts. For example, when people express their confidence in their answers to general-knowledge questions, they are more overconfident when they respond with the probability that they answered each item correctly than when they respond with the percentage of similar items they would answer correctly (Price, 1998). Similarly, both laypeople and experts judge the risk that a psychiatric patient will commit an act of violence to be greater when they respond with a single-event probability rather than a relative frequency (Slovic et al., 2000).

This raises a particularly interesting issue. It is often claimed that an advantage of icon arrays is that they provide a frequentistic representation of the probability of the negative outcome and that people find frequentistic representations inherently easier to understand (e.g., Gigerenzer \& Hoffrage, 1995). However, Experiment 3 suggests that a prompt to think in terms of single-event probabilities (e.g., "What is the probability of selecting a red jelly bean?") can to some extent counteract the benefits of the frequentistic representation. A topic for future research, then, is how different representations of probabilities interact with the type of response that is required. If the response itself is a relative frequency (e.g., "How many treated patients out of 1000 will have a heart attack?"; Galesic et al., 2009), then icon arrays might be quite helpful. But if the response is a single-event probability judgment or a decision whether or not to take a risk on a single occasion, then icon arrays might be less helpful (or possibly not helpful at all).

Finally, we believe that the present paradigm holds promise for better understanding the cognitive processes involved in the perception, interpretation, and use of icon arrays. For example, it could facilitate the use of response time measures, eye tracking, and other process tracing methods (e.g., Kreuzmair et al., 2016). Recall that in Experiments 1 and 2 we recorded how long it took participants to make their decisions. Perhaps the most notable results here were that 1 ) there was a general increase in response time as the loss probability increased, 2) this effect also had a strong nonlinear component with participants taking somewhat longer to respond for the middle probabilities, and 3) this nonlinear effect was most pronounced for random icon arrays. Future research should continue to explore these results and work toward developing more detailed and accurate cognitive models.
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