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Who says "larger" and who says "smaller"? Individual differences in
the language of comparison

William J. Skylark∗ Joseph M. Carr† Claire L. McComas†

Abstract

When comparing a pair of attribute values, English speakers can use a "larger" comparative ("A is larger/longer/higher/more
than B") or a "smaller" comparative ("B is smaller/shorter/lower/less than A"). This choice matters because it affects people’s
inferences about the absolute magnitudes of the compared items, and influences the perceived truthfulness of the comparative
sentence itself. In 4 studies (total N = 2335), we investigated the language that people use to describe ordinal relations
between attributes. Specifically, we examined whether demography, emotion, and personality predict the tendency to use
"larger" comparatives rather than "smaller" ones. Participants viewed pairs of items differing in a single attribute and indicated
the word they would use to describe the relationship between them; they also completed a series of self-report measures.
Replicating previous work, we found a robust tendency to use "larger" comparatives, both when people chose between two
adjectives and when they freely produced their own words in a sentence completion task. We also found that this tendency
was more pronounced in older participants, those with positive mood or outlook, and among people high in agreeableness,
conscientiousness, and emotional stability. However, these effects were very small, with meta-analytic effect sizes indicating
they explain less than 1% of the variance. We conclude that, although people’s use of comparative adjectives is influenced by
properties of the items that are being compared, the way that people describe magnitude relations is relatively stable across
variation in a range of important traits and dispositions, protecting decision-makers from a potentially undesirable source of
bias in their inferences and representations of described options.
Keywords: comparison; language; HULC effect; individual differences

1 Introduction
Most judgments and decisions are relative – they involve
comparing two or more items on two or more dimensions
(e.g., Mussweiler & Epstude, 2009; Stewart, Brown &
Chater, 2006). Correspondingly, the ways in which people
construe and communicate relative magnitude is a funda-
mental issue in decision-making research. English speakers
have a choice about how to describe the ordinal relation
between a pair of items: they may use a "smaller" compar-
ative (e.g., "one item is smaller/less/lower/shorter/fewer. . .
than the other") or a "larger" comparative (e.g., "one item
is larger/more/higher/taller/longer. . . than the other"). Both
types of word can be used to describe exactly the same pair
of items, but the decision to use "smaller" or "larger" matters
because it changes the way the options are represented and
evaluated. In particular, "larger" comparatives are thought
to stored in a simpler, more accessible form than "smaller"
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comparatives, with consequences for reasoning and prefer-
ence (e.g., Allan, 1986; Clark, 1969); for example, recent
work in social psychology has found that people prefer, and
are more likely to agree with, messages that describe a re-
lation with "more" rather than "less" (for example, "Men go
to the cinema less often than women do" was judged less
likely to be true than "Women go to the cinema more often
than men do"; Hoorens & Brückmuller, 2015). In addition,
"larger" comparatives are not lexically marked: they are ap-
plicable across the whole magnitude range and convey no
information about the absolute sizes of the compared items.
In contrast, the use of a "smaller" comparative implies that
the compared items are both low-magnitude (e.g., Clark,
1969; Holyoak &Mah, 1981; Rusiecki, 1985). For example,
an average-sized woman is judged to be heavier if she has
been compared with another woman using the word "fatter"
than if she is compared with the word "thinner" (Choplin,
2010).

Most work in this area has focused on how people’s judg-
ments and decisions are shaped by the use of a particular
comparative, but recent research has turned to the question
of how people select these adjectives when describing the
relation between two items. To investigate this, Matthews
and Dylman (2014) presented pairs of items differing on a
wide variety of dimensions (e.g., price, probability, delay,
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area, height, length) and probed their comparative language.
In a language production task, participants completed sen-
tences of the form "One X is _____ than the other" (e.g.,
participants were presented with "A 2-week delay" and "A
6-month delay" and completed the sentence: "One delay is
_____ than the other" using whatever word naturally came
to mind); in a language choice task, participants were asked
to select which of two adjectives they thought best described
the relation between two values (e.g., "longer" vs "shorter").
Across multiple studies and conditions, there was a pro-
nounced "higher use of larger comparatives" (HULC) effect
– people tended to produce or choose "larger" comparatives
more than "smaller" ones. In addition, this effect was mod-
ulated by the spatio-temporal structure of the items. For
example, in the production task, a small-large spatial ar-
rangement of the items led to a weaker HULC effect (i.e., an
increase in the tendency to write, for example, "One square
is smaller than the other" relative to that seen with a large-
small layout). More recently, Skylark (2018) replicated this
effect and also found that message-receivers use the choice
of comparative adjective to infer the spatial arrangement of
the original items (e.g., "John is taller than Jake" leads to the
inference that John was on the left).
The robust tendency to use "larger" comparatives, com-

bined with the consequences of this choice for people’s pref-
erences and inferences, leads to the question: Do people
differ in their use of "smaller" and "larger" comparatives?
That is, are there systematic individual differences in the
HULC effect?
The present paper provides a first exploration of this is-

sue. In a series of studies, we had people complete self-report
questionnaires to probe traits and states thatwe thoughtmight
be associated with the tendency to choose smaller vs larger
comparatives; we probed the latter using the same kinds of
language production choice tasks as Matthews and Dylman
(2014) and Skylark (2018). Previous research examining in-
dividual differences in language use has focussed on freely-
produced text (e.g., by examining people’s blog posts or
conversations; Mehl, Gosling & Pennebaker, 2006; Yarkoni,
2010). The current work is different in that it controls the re-
ality that the language user is seeking to communicate. That
is, each person is presented with the same pairs of objects
rather than describing their activities, thoughts, or feelings.
In this way we are able to examine whether demographic,
affective, and personality variables reliably predict the way
that people construe and describe a givenmagnitude relation.
We selected a range of traits that are routinely found to

affect language use and decision-making, but we were gen-
erally open-minded about whether and how these variables
might be associated with the HULC effect. Although some
traits were explored in every study, others were only mea-
sured in a subset. Specifically, we investigated:

Demographic variables. We asked all our participants
their gender and their age.

Emotion and outlook. Some of our participants com-
pleted measures that probed their depressiveness, dispo-
sitional optimism, and positive and negative affect. The
items whose magnitudes our participants had to describe
were usually neutral (e.g., two squares of differing area), so
any correlation between language use and mood would most
likely reflect habitual patterns of construal and communica-
tion rather than a response to the affective value of the items
themselves. We had some expectation that more optimistic
people and those experiencingmore positive emotional states
would be more likely to use "larger" comparatives, on the
basis that "more than" statements are viewed more positively
than "less than" statements (Hoorens & Brückmuller, 2015)
and because, in choice tasks involving neutral items, "big-
ger is better" (Silvera, Josephs & Giesler, 2002), suggesting
that people with low mood might focus on the "worse" (i.e.,
smaller) member of an object pair.

Personality traits. All of our participants completed a
measure of the "Big Five" personality traits: extraversion,
openness to experience, stability (the inverse of neuroticism),
conscientiousness, and agreeableness (e.g., Gosling, Rent-
frow & Swann, 2003; John & Srivastava, 1999). When
analysing free text such as diary entries, these traits correlate
with language use in ways that one would expect from the
definition of the traits (e.g., people high in extraversion are
especially likely to use the words "drinks" and "dancing";
Yarkoni, 2010). It is harder to formulate strong hypotheses
for the current situation, where the to-be-described objects
are neutral and externally-determined, but we had some ex-
pectation that extraversion and stability would both be asso-
ciated with an increased tendency to use "larger" compara-
tives, on the basis that these traits entail an expansive, posi-
tive world-view (the same might also be true of openness to
experience), whereas introversion and neuroticism, like low
mood and pessimism, may entail a focus on smallness and
loss. We note, though, that one can also hypothesize differ-
ent patterns (for example, neuroticism might entail frequent
upward comparisons with others, such as "they earn more
than I do", leading to a habitual tendency to use "larger"
comparatives).

In what follows, we report 4 experiments that provide a
first investigation of individual differences in the language of
magnitude comparison. Our approach was exploratory and
evolving, with different studies using different measures and
tasks. We primarily focus on combined analyses in which
the data from all 4 studies are combined, to give a clearer
overall sense of effect sizes and associated uncertainties.
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Table 1: Descriptive statistics. Cells contain means with SDs in parentheses.

Study 1 Study 2 Study 3 Study 4

N total 282 369 847 837
N female 117 152 462 418
Age 34.81 (10.54) 35.66 (11.88) 36.21 (11.49) 36.28 (12.43)
Ext 6.85 (3.68) 6.94 (3.51) 22.58 (7.22) 21.97 (7.17)
Agree 10.87 (2.33) 10.58 (2.64) 34.16 (6.56) 33.65 (6.40)
Conc 11.00 (2.50) 10.69 (2.59) 34.78 (6.65) 34.73 (6.67)
Stable 10.26 (3.02) 9.89 (3.05) 26.17 (7.68) 26.08 (7.57)
Open 10.18 (2.69) 10.00 (2.65) 36.64 (7.19) 36.50 (6.89)
Pos 30.05 (9.16) 30.18 (8.59) 30.98 (8.46)
Neg 15.07 (6.26) 15.70 (7.00) 16.65 (7.06)
LOTR 11.91 (5.05) 11.57 (4.86)
PHQ 5.03 (5.85)

2 Methods
Weconducted 4 studies inwhich participants completed self-
report questionnaires and a language task that probed their
use of comparative adjectives.

2.1 Participants
All studies were conducted on-line using participants from
Amazon Mechanical Turk (http://www.mturk.com) with the
inclusion criteria that participants had to: be at least 18 years
old; report English as first language ("mother tongue"); com-
plete the task; have an ip address that had not already been
recorded in that study or a previous one in the series (to help
ensure independent samples; e.g., Matthews, Gheorghiu &
Callan, 2016); not report problems seeing the study images;
and not report prior participation (Studies 3 and 4). Final
sample sizes and demographic information are shown in Ta-
ble 1; 2 additional participants were excluded from Study 3
because all of their responses were unclassifiable (see be-
low).
The samples sizes for Studies 1–4 gave 80% power to

detect zero-order correlations of r = .17, .15, .10, and .10,
and 95% power to detect effects of .21, .19., .12 and .12
respectively (i.e., the studies were powered to detect small
effects). The sample size increased across studies as the size
of the effects under investigation became apparent.

2.2 Design, materials, and procedure
Participants completed two tasks, one involving question-
naires and the other requiring them to choose the word that
best describes the relationship between two items. The order
of the two tasks was randomized, and within the question-
naire task the order of the questionnaires was randomized.

After completing these tasks, participants in Studies 1 and 2
were asked whether English was their first language, whether
they had problems seeing any of the images, and for their
gender and age; in Studies 3 and 4 the question about first
language was asked at the start of the survey and participants
who answered "No" were redirected away from the study; at
the end, participants were asked whether they had problems
viewing the images, whether they had undertaken the survey
previously, and for their gender (male or female) and age
(indicated with a slider, from 0 to 100).

2.2.1 Questionnaire measures

We used the following questionnaires to measure individual
difference variables (no additional measures were adminis-
tered).

In Studies 1 and 2, we measured the Big Five personality
traits with the Ten Item Personality Inventory (TIPI; Gosling
et al., 2003). Participants were told: "Here are a number of
personality traits that may or may not apply to you. Please
select the extent to which you agree or disagree with that
statement. You should rate the extent to which the pair of
traits applies to you, even if one characteristic applies more
strongly than the other." The TIPI comprises 10 statements,
one positively and one negatively coded for each dimension
(e.g., for extraversion: "I see myself as extraverted, enthu-
siastic"; and "I see myself as reserved, quiet"; participants
rated their agreement on a 7-point scale (Disagree strongly;
Disagree moderately; Disagree a little; Neither agree nor
disagree; Agree a little; Agree moderately; Agree strongly
(coded 0–6). For Study 2, we replaced Disagree/Agree a
little with Disagree/Agree slightly, and removed the phrase
"even if one characteristic applies more strongly than the
other" from the instructions, in order to minimize the possi-
bility of this influencing responses in the language task.
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Table 2: Description of stimuli.

Set 1: Stimuli Comparatives Set 2: Stimuli Comparatives

Altitude Cartoon flags, low vs high on
flagpole

Lower, Higher Cartoon planes, low vs high in sky Lower, Higher

Area Black squares (79 vs 304 px) Smaller, Larger Black circles (179 vs 207 px) Smaller, Bigger
Height Cartoon trees (178 vs 378 px) Shorter, Taller Cartoon trees (80 vs 96 px) Shorter, Taller
Length Black horizontal lines (12 vs 180

px)
Shorter, Longer Black horizontal lines (18 vs 192

px)
Shorter, Longer

Money $10 vs $1400 Less, More $4 vs $5 Less, More
Number Squares filled with stars (3 vs 20) Fewer, More Squares filled with small squares

(14 vs 21)
Less, More

Probability 2% chance vs 98% chance Less, Greater A 4% chance vs A 90% chance Lower, Higher
Time 5 seconds vs 6 years Shorter, Longer 2 days vs 3 days Shorter, Longer
Weight 1 kg vs 10 kg Lighter, Heavier 40 tons vs 50 tons Lighter, Heavier

Note: px = pixels.

In Studies 3 and 4, we measured the Big Five with the Big
Five Inventory (BFI; John & Srivastava, 1999). The BFI is
more comprehensive and time-consuming than the TIPI but
has higher reliability; participants rate their agreement with
44 items (some reverse-coded) on a 5-point scale (Disagree
strongly; Disagree a little; Neither agree nor disagree; Agree
a little; Agree strongly; coded 1–5). For consistency between
studies, we inverted the coding of the BFI neuroticism scale
so that higher scores indicated higher stability, as for the
TIPI.
In Studies 1, 2, and 3 we measured affect with the Positive

and Negative Affect Schedule (PANAS; Watson, Clark &
Tellegen, 1988), which asks people to indicate the extent
to which people have experienced different feelings (e.g.,
interested, distressed, hostile) over a given time period (we
used "the past week"); it taps positive and negative affect
as distinct but correlated dimensions. The response options
were: Very slightly or not at all; A little; Moderately; Quite a
bit; Extremely; coded 1–5. A littlewas replaced with Slightly
in Study 2.)
In Studies 1 and 2 we measured optimism with the

Life Orientation Test-Revised (LOT-R; Scheier, Carver &
Bridges, 1994). It comprises 10 items (e.g., "In uncertain
times, I usually expect the best") of which 4 are fillers and
two are reverse-coded; participants respond on a 5-point
scale (Strongly disagree; Disagree; Neutral; Agree; Strongly
agree; coded 0 to 4). We noticed after Study 1 that one item
of the LOT-R includes the word "more" ("Overall, I expect
more good things to happen to me than bad"); this item was
therefore omitted from analysis and excised from the LOT-R
in Study 2.
In Study 1, we measured depressive symptoms with the

Patient Health Questionnaire-9 (PHQ-9; Kroenke, Spitzer &
Williams, 2001), which asks people to report the frequency

with which they have experienced 9 symptoms such as "feel-
ing down, depressed, or hopeless" over the past 2weeks, with
response options "Not at all", "Several days", "More than half
the days", and "Nearly every day" (coded 0-3). Because one
of these options includes the comparative adjective "more",
this questionnaire was dropped after Study 1. The PHQ asks
people who indicated any non-zero frequency of problems
to indicate how difficult this had made their life; we did not
include this question.

2.2.2 Language tasks

We used two language tasks employed byMatthews and Dyl-
man (2014) and Skylark (2018). These tasks both provide
an indication of people’s tendency to use "larger" compara-
tives; we used both to test the generality and robustness of
our findings.

Both tasks presented participants with 9 pairs of items,
each differing on a particular dimension (e.g., probability,
monetary amount, area, length). As in previous work, we
presented each participant with just one pair of items for
each dimension in an effort to minimize carryover effects.
For each dimension, participants were asked to indicate the
comparative adjective that they would use to describe the
relation between the items. Studies 1 and 2 used stimuli
from Studies 2a and 4a of Matthews and Dylman (2014)
(referred to here as "Set 1"); Studies 3 and 4 used stimuli
from Studies 4a, 4b, and 4c of that paper, plus an additional
pair (two aeroplanes differing in altitude) (referred to as "Set
2"). Sets 1 and 2 both probed the same 9 dimensions but
used different stimulus magnitudes (see Table 2; the stimuli
are provided as supplementary materials). Participants were
presented with all 9 pairs in random order; the left-right
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layout of the items in each pair (i.e., whether the smaller
member was on the left or the right) was also randomized.
In the Production Task (Study 3), participants were pre-

sented with each pair of objects and asked to complete sen-
tences of the form "One X is _____ than the other" (e.g.,
"One probability is _____ than the other"), using whatever
word they found natural ("In the space below, type the word
that you would naturally use to fill the gap in this sentence").
The free-text responses were coded as "smaller", "larger",
or "unclassifiable" by two independent coders, with disputes
(0.4%) resolved by a third coder. Unclassifiable responses
(3.8% percent) were excluded from analysis.
In the Choice Task (Studies 1, 2, and 4), participants

were again presented with 9 pairs of items but this time they
were asked to choose which of two words best described the
relation between them (e.g., "Compare these two amounts of
money. Which word best describes the relationship between
them?") The response options corresponded to the modal
"Smaller" and modal "Larger" adjectives of participants in
the Production Task. For Studies 1 and 2, these modal
responses were based on the responses of participants in
Matthews and Dylman (2014); in Study 4, they were based
on the responses of participants in the present Study 3. The
two response options were positioned one above the other
with random allocation to position.

3 Results
The questionnaire measures generally showed good relia-
bility (see Appendix Table A1); as in previous work, the
Cronbach’s alpha values are relatively low for the TIPI, re-
flecting the brevity of this measure and the fact that the 2
items for each trait are intended to measure distinct facets
of the construct. The correlations between variables were
typically low to moderate (Appendix Table A2).
We examined the consistency of “larger” responses by

focusing on the tetrachoric correlation matrix (which treats
each binary response as a manifestation of a continuous ten-
dency). Exploratory factor analysis with maximum likeli-
hood fitting generated scree plots that indicated a clear drop
after one factor with all subsequent eigenvalues less than
1. Using the tetrachoric correlations to compute Cronbach’s
alpha (Gadermann, Guhn & Zumbo, 2012) yielded values
of .76, .76, .77, and .68 for Studies 1-4. We also used the
ci.reliability function of the MBESS package for R (Kelley,
2018) to compute categorical omega (Kelley & Pornprasert-
manit, 2016), which relaxes the assumptions of Cronbach’s
alpha and incorporates the possibility of sub-dimensions
within a scale to indicate the proportion of variance in re-
sponses across items that is attributable to a common latent
variable: the values were .63, .64, .59, and .55 for Studies
1–4, respectively. Taken together, these results provide some
reassurance that our participants’ “smaller/larger” responses

tap a common trait, although the question is not fully resolved
(see below for further discussion).

3.1 The HULC effect
Figure 1 shows the proportion of "larger" responses for each
stimulus pair in each study, with the data organized according
to whether the smaller itemwas on the left or the right. There
is a robust tendency to favour "larger" comparatives – that
is, the bars are above 50%, replicating the HULC effect.

To probe the effects of spatial layout, we ran mixed ef-
fects logistic regression analyses in which response (with
"smaller" comparatives coded 0 and "larger" comparatives
coded 1) predicted by spatial layout (with small-large coded
−1 and large-small coded +1). We included random effects
of participant (random intercept and random slope for spa-
tial layout) and stimulus pair (random intercept and random
slope for spatial layout); random effects were uncorrelated
(see e.g., Barr, Levy, Scheepers & Tily, 2013; our models
were fitted using the lme4 package for R, Bates, Mächler,
Bolker & Walker, 2015). (We also fit these models without
the by-participant random slopes, which changed the abso-
lute magnitudes of the regression coefficients but made no
difference to the pattern of significant effects.)

As one would expect from Figure 1, all four studies had a
intercept terms thatwerewell above 0 (i.e., "larger" responses
were more common than "smaller" responses); for Study
1, B = 1.473 with 95% confidence interval [1.265, 1.680];
Study 2, B = 1.191, [1..03, 1.379]; Study 3, B = 2.433,
[2.170, 2.695]; Study 4, B = 1.144, [0.871, 1.417]; all p <
.001.
In Study 3, which used the language production task, par-

ticipants were more likely to use "larger" comparatives when
the large item was on the left, B = 0.713, [0.526, 0.889],
p < .001. This mimics the results with production tasks re-
ported by Matthews and Dylman (2014) and Skylark (2018),
and is consistent with a location-matching effect. That is,
when producing sentences such as "One square is _____
than the other", people tend to map the spatial locations
of the objects onto the spatial locations of their linguis-
tic labels (i.e., if the small square is on the left, then it
is the "One square"; if the small item is on the right then
it is "the other".) Matthews and Dylman found no effect
of spatial layout in the choice task, which accords with the
location-matching account (when people just have to "choose
the word that describes the relation between these objects",
there is no spatial sentence structure to map on to the ob-
ject layout). The choice task used in the present Studies
1 and 2 similarly found no effect of spatial layout on the
HULC effect, BStudy1 = 0.060, [−0.140, 0.260], p = .556;
BStudy2 = −0.049, [−0.223, 0.126], p = .584. However, in
Study 4 participantswere less likely to choose "smaller" com-
paratives when the small item was on the right B = −0.400,
[−0.574,−0.226], p < .001. The reason for this is unclear.
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Figure 1: Results of Studies 1 to 4. Each panel shows the proportion of "larger" responses for each magnitude dimension.
The colouring of the bars reflects the stimulus set (Set 1 for Studies 1 and 2; Set 2 for Studies 3 and 4). The data are organized
according to whether the smaller item in the pair was on the left (Small-Large) or the right (Large-Small); the percentages at
the top of each plot show the overall proportions across the 9 dimensions. Error bars indicate 95% confidence intervals.

71% 73%

0.00

0.25

0.50

0.75

1.00

Small−Large Large−Small

p(
"L

ar
ge

r"
)

altitude
area
height
length
money
number
prob
time
weight

Study 1

69% 67%

0.00

0.25

0.50

0.75

1.00

Small−Large Large−Small

p(
"L

ar
ge

r"
)

altitude
area
height
length
money
number
prob
time
weight

Study 2

75% 89%

0.00

0.25

0.50

0.75

1.00

Small−Large Large−Small

p(
"L

ar
ge

r"
)

altitude
area
height
length
money
number
prob
time
weight

Study 3

69% 60%

0.00

0.25

0.50

0.75

1.00

Small−Large Large−Small

p(
"L

ar
ge

r"
)

altitude
area
height
length
money
number
prob
time
weight

Study 4

3.2 Individual differences in comparative lan-
guage

Ourmain focus is on the exploration of individual differences
in theHULCeffect. For each putative predictor trait, we ran a
separate mixed-effects logistic regression analysis with ran-
dom intercepts for participants and random intercepts and
slopes for stimuli. All predictors were standardized prior to
analysis (that is, for each trait we computed the mean and
SD of the participants in a given experiment and used these
to z-score each participant’s score on that dimension); cor-

respondingly, the regression coefficients indicate the effect
on the log odds of a "larger" response of being one standard
deviation above the mean of the other participants in that
experiment.

To get a better overall estimate of effect sizes, we also
combined all of the data for a given predictor in a single
regression analysis (using the same standardized predictor
values as in the individual study analyses). This pooled
analysis had the same random effects structure as before but
with the addition of random intercepts and slopes for Study,
thereby allowing for random variation across studies both in
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the overall tendency to use "larger" comparatives and in the
effect of participant traits on this tendency.
To check the robustness of our results and provide a more

intuitive sense of the effect sizes, we also conducted sim-
pler correlation analyses: for each participant, we calculated
the proportion of their responses that used "larger" com-
paratives and correlated these proportions with each of the
predictor traits.1 We also combined the individual correla-
tion coefficients in with random-effects meta-analysis using
themetafor package for R (Viechtbauer, 2010), using the cor-
rection for slight negative bias in the correlation coefficient
(option "UCOR" in metafor’s escalc function).
The results of both types of analysis – mixed effects re-

gression and correlation analysis – are shown in Figure 2.
(The numerical values are provided in the supplementary
materials.)

3.2.1 Demographic variables

None of the studies found a meaningful association between
gender and language use. In contrast, there was a reasonably
consistent association between language and age, with older
participants being more likely to use "larger" comparatives.

3.2.2 Emotion and outlook

Only Study 1 used the PHQ, but the results indicate little
evidence of an association between depressive symptoms
and comparative language (although of course we can have
less confidence in the estimated size of this effect because of
the relative scarcity of data).
In contrast, there is some evidence that optimism and

positive and negative affect show weak but consistent as-
sociations with the tendency to choose "larger" adjectives.
Specifically, the combined analyses suggest that people who
are more optimistic and experiencing more positive affect
are more likely to say "larger". There is also some indication
that those experiencing negative affect are more likely to say
"smaller", although the confidence intervals for this effect
stray very close to zero in the regression and just cross the
zero line in the correlational analysis.

3.2.3 Personality

The combined regression analysis and meta-analysis indi-
cate that Agreeableness, Conscientiousness, and Stability all
exhibit weak positive associations with the HULC effect, al-
though the effect is not reliable in all studies. In contrast,

1Because the proportion data were skewed, we also computed Kendall’s
tau correlations. The results were very similar to the Pearson correlations,
except that the Pearson correlations found an effect for positive affect but not
negative affect (r = .125, p = .036 and r = −.044, p = .457, respectively;
see Figure 1) whereas the non-parametric analysis indicated the reverse
(r = .082, p = .058 and r = −.092, p = .042). The full non-parametric
results are in the supplementary materials.

none of the studies reveal a non-zero association between lan-
guage use and extraversion or openness, and the combined
analyses urge the same conclusion. (Of course, this does not
establish that the association is significantly stronger for the
former traits than for the latter.)

3.3 Fixed effects of study
Caution is needed whenmixed effects models have relatively
few higher-level units, as in our pooled analyses. Our ap-
proach was based on the advice of Gelman and Hill (2007)
who note that there is no requirement for a particular number
of groups and that, while low group-numbers can mean that
multilevel modelling offers little advantage, it will work at
least as well as classical regression and is sometimes advan-
tageous; nonetheless, some researchers may be uneasy about
our approach. Likewise, although the BFI and TIPI purport
to measure the same 5 constructs (see Gosling et al., 2003,
and John & Srivastava, 1999, for details and evidence), one
may argue that they should not be combined in a pooled
analysis.

We therefore ran two additional analyses in which we only
combined the data form studies that used the same personal-
ity scale (i.e., one analysis for Studies 1 and 2, and another
for Studies 3 and 4). In these analyses we treated study as a
fixed effect and predicted response from trait, study, and their
interaction (trait and study were both standardized prior to
computing the interaction term; the random effects were the
same as for the individual study analyses, with the addition
of by-stimulus random slopes for the study and interaction
effects). The analysis of Studies 1 and 2 produced the same
pattern of confidence intervals as the analysis across all four
studies (i.e., positive effects of age, positive affect, opti-
mism, agreeableness, conscientiousness, and stability, and
a negative effect of negative affect). In addition, partici-
pants were overall more likely response “larger” in Study 1.
The analysis of Studies 3 and 4 also produced results that
mirrored the main analysis except that the confidence inter-
vals for conscientiousness just included zero (B = 0.055,
CI = [−0.004, 0.115]); this was qualified by a weak interac-
tion between conscientiousness and study, B = 0.063, CI =
[0.004, 0.123], reflecting the positive effect in Study 4 and
the miniscule effect in Study 3 (full results of these analyses
are provided in the supplementary materials.

In short, the results of our main analysis are reasonably
robust to alternative analytic approaches.

3.4 Controlling for other predictors
As an additional analysis, we re-ran our mixed effects logis-
tic regression analyses but including all predictors simulta-
neously, with a view to identifying effects that persist after
controlling for other traits. Because the studies employed
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Figure 2: Associations between traits and language use. The left panel shows the coefficients from the mixed effects logistic
regression analyses. The right panel shows the correlation coefficients. Error bars indicate 95% confidence intervals.
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different subsets of the predictors, we ran four separate anal-
yses: one that used only the data from Study 1 (this analysis
incorporates all measured predictors but only uses 12% of
the total participants); once using data from Studies 1 and 2
(incorporates all predictors excluding the PHQ and uses 28%
of the total participants); once using the data from Studies 1,
2, and 3 (all predictors excluding the PHQ and LOT-R; uses
64% of the participants); and once using the data from all
studies (uses all available data but only includes age, gender

and the Big-5 traits as predictors). The approach to random
effects was the same as in the single-predictor analyses.

The results are plotted in Figure 3. Most of the associa-
tions between individual difference measures and language
use have failed to survive the effects of controlling for other
variables. In particular, when the data from all studies are
combined only Age and Agreeableness have confidence in-
tervals that exclude zero – and this analysis does not control
for depression, optimism, or affect. The pattern of results
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was the same when the spatial layout of the objects was
included as a predictor.
These results might reflect overfitting and/or the correla-

tions between the predictors (although the latter are relatively
modest; see Table A2), and it is hard to draw straightforward
conclusions from these analyses because the regressions that
incorporate the most data control for the fewest variables.
Nonetheless, they add to the impression that there are, at
best, only very weak associations between the individual
difference variables measured here and people’s tendency to
use "smaller" or "larger" comparative adjectives, with Age
and Agreeableness as two variables that might make inde-
pendent contributions to the explanation of language use.

3.5 Confidence, sensitivity, and evidence
It is worth exploring the evidential status of our findings,
especially given the difficulties of interpreting “null” results
such as those found for several of the traits we examined.
For the kind of initial, partly-exploratory work described

here, our preference is to focus on point estimates and confi-
dence intervals. As shown in Figure 2, these point estimates
are consistently small, similar across studies, and bordered
by fairly narrow confidence intervals (especially in the meta-
analyses). Nonetheless, it is instructive to scrutinize the
power of our studies to detect effects of interest. In our view,
for exploratory work a false-positive rate of about 5% (i.e.,
α = .05) is reasonable and was the basis for the confidence
intervals used here. Psychology researchers conventionally
regard bivariate correlations that account for less than 4% of
the variance (i.e., r = .2) as “small”. We think that, when
investigating individual differences in language use, it would
be worth detecting effects smaller than this, but that an ef-
fect of less than r = .141 (i.e., 2% of variance explained) is
unlikely to be of much theoretical or practical significance
as the basis for future work. In our Studies 1–4, the power to
detect such a minimally-interesting effect was approximately
66%, 78%, 99%, and 98% respectively; a rough estimate for
the meta-analysis (based on the power for a bivariate correla-
tion with a sample size equal to the pooled sample) indicates
power of more than 99.9% (that is, the probability of missing
an effect of interest that actually exists was less than 1 in a
thousand). Even if the threshold for an effect of interest is
lowered to 0.1 (1% of variance explained), the probability of
a false negative in the pooled analysis is approximately two
in a thousand.
One feature of our presentation is that we have not at-

tempted to correct for multiple testing. (Indeed, our con-
fidence intervals and associated p-values are somewhat ill-
defined because, for example, we were not able to precisely
pre-specify our sample sizes, and did not have a rigid plan
to conduct a certain number of studies; see Kruschke, 2010,
for a discussion of the philosophical and practical difficulties
of ever fully addressing such concerns.) Our approach has

been to examine each point estimate in turn, but of course the
number of traits and studies means that the paper-wise Type
1 error rate is inflated. It is not obvious how best to control
this, but one simple strategy would be to adopt a more con-
servative criterion for “significance” (i.e., to compute wider
confidence intervals) by setting alpha = .005; this threshold
has been proposed by Benjamin et al. (2018) and, in our case,
roughly corresponds to a Bonferroni correction across the 11
traits examined in our meta-analyses. Taking this approach,
in the pooled logistic regression analysis only the effects of
age, agreeableness, and stability have CIs that exclude zero
(Bage = 0.107, CI = [0.011, 0.203]; Bagree = 0.106, CI =
[0.033, 0.178]; Bstable = 0.085, [CI = 0.009, 0.161]; the
same holds for the meta-analysis of correlation coefficients).
Using this more stringent criterion for “significance”, the
power of our studies to detect r = .141 was still estimated
to be more than 99.9% for the pooled analysis (with values
of approximately 33%, 47%, 91%, and 90% for Studies 1–4
respectively).

An alternative approach involves the computation ofBayes
Factors, which quantify the evidence for an alternative hy-
pothesis (that the effect of interest is drawn from a distri-
bution of possible effect-sizes) against the null hypothesis
of zero effect. The merits of this approach are contested
(e.g., Kruschke, 2010; Matthews, 2011; Wagenmakers et al.,
2018) and, for exploratory work, our preference is to focus
on point estimates rather than this kind of hypothesis test-
ing, but for the sake of completion we have computed Bayes
Factors for the bivariate correlations for each study, using
the default prior employed the BayesFactor package for R
(Morey & Rouder, 2018). These are shown in Table 3; cases
where the data favour the alternative are prefaced “a”; those
where they favour the null are prefaced “n” and depict the re-
ciprocal of the Bayes Factor in favour of the alternative (i.e.,
all cells indicate the strength of evidence in favour of the
hypothesis that is favoured in that cell). Although some of
the Bayes Factors indicate relatively inconclusive evidence,
there are many instances where they suggest quite strong
evidence: for Gender, Extraversion, Openness and Negative
Affect, the evidence typically favours the null by a factor of
5 or more. Likewise, although some of the non-zero effects
in Studies 1 and 2 (where the sample sizes were small) have
inconclusive Bayes Factors, in Study 4 (where the samples
are larger and the confidence intervals are tighter) the data
favour the alternative hypothesis by factors of 5 or more
for age, conscientiousness, and agreeableness. Computing
the Bayes factors with a more diffuse uniform prior on the
correlation coefficient rho (Wagenmakers et al, 2018) led to
similar results, except for a shift towards stronger evidence
for the null/weaker evidence for the alternative; similarly,
re-running the analysis using Kendall’s non-parametric cor-
relation with the default prior suggested by van Doorn, Ly,
Marsman & Wagenmakers (in press) led to Bayes Factors
similar to those in Table 3 (see supplementary materials).
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Figure 3: Coefficients for each predictor after controlling for other predictors. Pooling across a larger number of studies
increases the sample size but reduces the set of predictors that are controlled for; see text for details. Error bars indicate 95%
confidence intervals.
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Table 3: Bayes Factors for Correlations

Age (a) 1.06 (a) 3.2 (n) 11.4 (a) 4.58 (a) 6.45
Gender (n) 7.2 (n) 7.09 (n) 12.39 (n) 12.32 (n) 13.99
PHQ (n) 3.56
LOTR (n) 2.55 (n) 2.94 (n) 1.10
PPOS (a) 1.2 (n) 2.86 (n) 7 (a) 1.39
PNEG (n) 5.49 (n) 1.69 (n) 8.58 (n) 2.15
Agree (a) 1.4 (n) 1.35 (n) 6.98 (a) 8.65 (a) 18.65
Con (n) 2.05 (a) 2.89 (n) 12.35 (a) 8.01 (a) 2.54
Stable (a) 1.01 (n) 2.74 (n) 6.8 (n) 1.72 (a) 6.53
Open (n) 6.15 (n) 8.2 (n) 8.66 (n) 7.2 (n) 5.74
Ext (n) 3.61 (n) 4.41 (n) 11.85 (n) 6.23 (n) 5.62

Note: Values indicate the factor by which the data
favour the null (n) or alternative (a) hypothesis.

The Bayes Factors for Studies 1–4 show notable variabil-
ity across studies (the only consistent findings favour the
null). To get a clearer sense of the overall evidence, we con-
ducted a Bayesian model-averaged meta-analysis (Gronau,
Van Erp, Heck, Cesario, Jonas & Wagenmakers, 2017) us-
ing the metaBMA package for R (Heck, Gronau & Wa-
genmakers, 2017); we used the Fisher’s r-to-z transformed
correlation coefficients and the metaBMA function with the
function’s default priors, except that we changed the prior
distribution for the mean effect from a half-normal to a nor-
mal, reflecting the fact that we had no particular directional
hypotheses. The results are shown in the rightmost col-
umn of Table 3 (the medians of the posterior distributions
and their 95% highest posterior densities are provided in
the supplementary materials). The meta-analytic Bayes Fac-
tors indicate reasonably strong evidence for effects of age,
agreeableness and emotional stability (BFs 6-18 in favour
of the alternative); there is also moderate evidence for no
effect of extraversion and openness (BFs of approximately 6
in favour of the null). For optimism, positive and negative
affect, and conscientious, the data are not very informative.
These results therefore tell much the same story as our main
analysis, but emphasize that those effects with confidence in-
tervals that just include or come close to zero, we need more
data before we can form strong beliefs about the presence or
absence of an effect.

4 Discussion
We replicated theHULC effect (Matthews&Dylman, 2014):
English speakers were more likely to describe the ordi-
nal relation between two objects as "larger" (or "higher",
"longer", "more" etc) than as "smaller" (or "lower", "shorter",

"less"...). More importantly, we provide initial evidence re-
garding individual differences in this tendency.

The over-riding message from our data is that the traits we
examined account for little of the variation in language use:
less than 1% of the variance in the proportion of "larger"
responses was accounted for by any one of the variables we
examined. This might be a consequence of the reliability of
our measures. In particular, the TIPI uses only two ques-
tions per Big-5 dimension and, because these questions are
intended to tap distinct facets of each trait, they are by design
not very highly correlated (Gosling et al., 2003). The low re-
liability and the fact that the TIPI does not accommodate the
breadth of facets that are likely to make up each of the Big 5
limit its potential to predict language use. We are reassured
by the fact that the results of Studies 1 and 2 (which used
the TIPI) are very similar to those of Study 4 (which used
the much more comprehensive BFI), although an even more
wide-ranging scale such as the 240-item NEO-PI-R (Costa
& McRae, 1992) might yield stronger or different effects.

A potentially more serious concern regards the consis-
tency of comparative language use itself. In order to dimen-
sion to reduce carry-over effects and retain an element of
naturalism, we presented each person with a single item pair
from each magnitude. However, this limits our ability to test
the consistency and variability of people’s responding within
and across items and magnitude dimensions. A possible
explanation for the weak relations to individual difference
measures is therefore that there may not be much consis-
tent variability between individuals in their preference for
"larger" comparatives. Our analyses provide some reassur-
ance against this in that the alpha values based on tetrachoric
correlations are reasonably high, although the alternative
hierarchical-omega results are more ambivalent. Investiga-
tion of the stability and individual variation in language use
is therefore an important topic for future work. Likewise,
our results are currently limited to (American) English; the
HULC effect, and its relationship to individual differences
measures, might well vary across languages and cultures.

From a practical point of view, the weak effects are re-
assuring because large systematic differences in people’s
use of comparatives would likely imply systematic differ-
ences in the extent to which their statements are perceived
as true (Hoorens & Bruckmüller, 2015) and in the abso-
lute magnitudes that people infer from their description
(e.g., Choplin, 2010) – with corresponding implications for
decision-making. As a crude illustration, consider the con-
sequences if extraverted and introverted clinicians differed
greatly in their tendency to assert that "Life expectancy for
Treatment A is longer than for Treatment B" rather than "Life
expectancy for Treatment B is shorter than for Treatment A".

Nonetheless, it is worth considering the basis for the small
effects that we did find.
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Emotion and outlook. We found some evidence that peo-
ple experiencing more positive affect and with a more op-
timistic outlook are slightly more likely to choose "larger"
comparatives, although the extent to which these effects are
independent of other traits – particularly age – is unclear.
The direction of this association makes sense given the evi-
dence that comparative sentences that use "more" rather than
"less" are viewed more positively (e.g., as more "beautiful",
or "fun"; Hoorens & Bruckmüller, 2015). An additional
speculation might be that low mood engenders deeper re-
flection, thereby weakening the tendency to make the more
accessible, "larger" response in favour of the more effort-
ful "smaller" one (e.g., Bodenhausen, Gabriel & Lineberger,
2000).

Personality. Some researchers argue that the Big Five
personality dimensions cluster into two super-ordinate
traits, with agreeableness/conscientiousness/emotional sta-
bility forming one dimension and extraversion/openness to
experience forming the other. Digman (1997) labelled
these higher-level variables alpha and beta, respectively,
and proposed that alpha represents socialization/communion
whereas beta taps agency/self-assertion. A related proposal
from DeYoung, Peterson, and Higgins (2002) labels these
factors "stability" and "plasticity", and posits that these are
respectively positively and negatively associated with social
conformity.
Our findings can be mapped onto this putative two-factor

structure: the alpha traits were positively associated with a
tendency to use "larger" comparatives whereas the beta traits
were not. One explanation is that, because "larger" compar-
atives are the default (Clark, 1969; Matthews & Dylman,
2014), people with a greater tendency to social conformity
(i.e., those with higher alpha scores) will be more likely to
follow this convention than those with a more individualistic
streak. Notably, when all Big Five traits were entered as pre-
dictors together, only the effect of agreeableness remained
above zero.
The two-factor conception of the Big Five has been dis-

puted (e.g., Ashton, Lee, Goldberg & de Vries, 2009), and
our studies were not designed to address this model or to
test whether the putative superordinate factors exert differ-
ent effects on language use. Indeed, although the confidence
intervals for the putative beta traits cross zero, their estimated
effects are in the same direction as the other traits, perhaps
consistent with a single general factor (e.g., Musek, 2007;
but see Muncer, 2011). Correspondingly, our suggestions
about the possible basis for our findings are very tentative,
and could be tested in future by the inclusion of a direct test
of social conformity or socially-desirable responding (e.g.,
Stöber, 2001).

Demographic variables. We found no evidence that gen-
der is associated with people’s choice of comparative. How-

ever, age was associated with a stronger tendency to select
a "larger" comparative in the Choice Task, an effect which
persisted after controlling for mood and personality traits.
We again interpret this result in terms of social convention
and conformity: older people typically score higher on mea-
sures of social desirability (e.g., Vigil-Colet, Morales-Vives
& Lorenzo-Seva, 2013) so, akin to the discussion of per-
sonality traits above, we would expect a more pronounced
tendency to adopt themodal, conventional comparativewhen
communicating relative magnitude.

5 Conclusions
The decision to say "A is larger than B" rather than "B is
smaller than A" depends on several features of the compared
items, including their absolute magnitude, spatial layout,
and order of appearance. In contrast, the selection of a com-
parative adjective is only weakly related to key individual-
difference measures: broadly speaking, whether a person
says "smaller" or "larger" is independent of key demographic
and dispositional traits. To the extent that their are individ-
ual differences in the language of comparison, these might
substantially reflect differences in the tendency to use the
most widespread, socially-conventional term, a possibility
that can straightforwardly be investigated in future.

References
Allan, K. (1986). Interpreting English comparatives. Jour-
nal of Semantics, 5, 1–50.

Ashton, M. C., Lee, K., Goldberg, L. R., & de Vries, R. E.
(2009). Higher order factors of personality: Do they exist?
Personality and Social Psychology Review, 13, 79–91.

Barr, D. J., Levy, R., Scheepers, C., & Tily, H. J. (2013).
Random effects structure for confirmatory hypothesis test-
ing. Journal of Memory and Language, 68, 255–278.

Bates, D., Mächler, M., Bolker, B., & Walker, S. (2015).
Fitting linear mixed-effects models using lme4. Journal
of Statistical Software, 67, 1–48.

Benjamin, D. J., et al. (2018). Redefine statistical signifi-
cance. Nature Human Behavior, 2, 6–10.

Bodenhausen, G. V., Gabriel, S., & Linebergr, M. (2000).
Sadness and susceptibility to judgmental bias: The case
of anchoring. Psychological Science, 11, 320–323.

Choplin, J. M. (2010). I am "fatter" than she is: Language-
expressible body-size comparisons bias judgments of
body size. Journal of Language and Social Psychology,
29, 55–74

Choplin, J.M., &Hummel, J. E. (2002). Magnitude compar-
isons distort mental representations of magnitude. Jour-
nal of Experimental Psychology: General, 131, 270–286.

Clark, H. H. (1969). Linguistic processes in deductive rea-
soning. Psychological Review, 76, 387–404.

http://journal.sjdm.org/vol13.6.html


Judgment and Decision Making, Vol. 13, No. 6, November 2018 Individual differences in the language of comparison 559

Costa, P. T., Jr., & McCrae, R. R. (1992). Revised NEO
Personality Inventory (NEO-PI-R) and NEO Five-Factor
Inventory (NEO-FFI) professional manual. Odessa, FL:
Psychological Assessment Resources

DeYoung, C. G., Peterson, J. B., & Higgins, D. M. (2002).
Higher-order factors of the Big Five predict conformity:
Are there neuroses of mental health? Personality and
Individual Differences, 33, 522–552.

Digman, J. M. (1997). Higher-order factors of the Big Five.
Journal of Personality and Social Psychology, 73, 1246–
1256.

Gadermann, A. M., Guhn, M., & Zumbo, B. D. (2012).
Estimating ordinal reliability for Likert-type and ordinal
item response data: A conceptual, empirical, and practical
guide. Practical Assessment, Research & Evaluation, 17
(3), 1–13.

Gelman, A., & Hill, J. (2007). Data analysis using re-
gression and multilevel/hierarchical models. Cambridge:
Cambridge University Press.

Gosling, S. D., Rentfrow, P. J., & Swann, W. B. (2003). A
very brief measure of the Big-Five personality domains.
Journal of Research in Personality, 37, 504–528.

Gronau, Q. F., Van Erp, S., Heck, D. W., Cesario, J., Jonas,
K. J., Wagenmakers, E-J. (2017). A Bayesian moderl-
averaged meta-analysis of the power pose effect with in-
formed and default priors: The case of felt power. Com-
prehensive Results in Social Psychology, 2, 123–138.

Heck, D. W., Gronau, Q. F., & Wagenmakers, E-J. (2017).
metaBMA: Bayesian model averaging for random and
fixed effects meta-analysis. R package version 0.3.9.
https://CRAN. R-project.org/package=metaBMA

Holyoak, K. J., & Mah, W. A. (1982). Cognitive reference
points in judgments of symbolic magnitude. Cognitive
Psychology, 14, 328–352.

Hoorens, V., &Brückmuller, S. (2015). Less is more? Think
again! A cognitive-fluency-basedmore-less asymmetry in
comparative communication. Journal of Personality and
Social Psychology, 109, 753–766

John, O. P., & Srivastava, S. (1999). The Big-five trait taxon-
omy: History, measurement, and theoretical perspectives.
In L. A. Pervin & O. P. John (Eds.), Handbook of person-
ality: Theory and research. Vol. 2. pp. 102–138. New
York: Guilford Press.

Kelley, K. (2018). MBESS: The MBESS R Pack-
age. R package version 4.4.3. https://CRAN. R-
project.org/package=MBESS

Kelley, K., & Pornprasertmanit, S. (2016). Confidence inter-
vals for population reliability coefficients: Evaluation of
methods, recommendations, and software for composite
measures. Psychological Methods, 21, 69–92.

Kroenke, K., Spitzer, R. L., & Williams, J. B. W. (2001).
Validity of a brief depression severity measure. Journal
of General Internal Medicine, 16, 606–613.

Kruschke, J. K. (2010). Bayesian data analysis. WIREs
Cognitive Science, 1, 658–676.

Matthews, W. J. (2011). What might judgment and decision
making research be like if we took a Bayesian approach
to hypothesis testing? Judgment and Decision Making, 6,
843–856.

Matthews, W. J., & Dylman, A. S. (2014). The language
of magnitude comparison. Journal of Experimental Psy-
chology: General, 143, 510–520.

Matthews, W. J., Gheorghiu, A. I., & Callan, M. J. (2016).
Why dowe overestimate others’ willingness to pay? Judg-
ment and Decision Making, 11, 21–39.

Mehl, M. R., Gosling, S. D, & Pennebaker, J. W. (2006).
Personality in its natural habitat: Manifestations and im-
plicit folk theories of personality in daily life. Journal of
Personality and Social Psychology, 90, 862–877.

Morey, R. D., & Rouder, J. N. (2018). BayesFac-
tor: Computation of Bayes Factors for common de-
signs. R package version 0.9.12–4.2. https://CRAN. R-
project.org/package=BayesFactor.

Muncer, S. J. (2011). The general factor of personality:
Evaluating the evidence frommeta-analysis, confirmatory
factor analysis and evolutionary theory. Personality and
Individual Differences, 51, 775–778.

Musek, J. (2007). A general factor of personality: Evi-
dence for the Big One in the five-factor model. Journal of
Research in Personality, 41, 1213–1233.

Mussweiler, T. & Epstude, K. (2009). Relatively fast! Ef-
ficiency advantages of comparative thinking. Journal of
Experimental Psychology: General, 138, 1–21.

Rusiecki, J. (1985). Adjectives and comparison in English:
A semantic study. London: Longman.

Scheier, M. F., Carver, C. S., & Bridges, M. W. (1994).
Distinguishing optimism from neuroticism (and trait anx-
iety, self-mastery, and self-esteem): A reevaluation of the
life orientation test. Journal of Personality and Social
Psychology, 67, 1063–1078.

Silvera, D. H., Josephs, R. A., & Giesler, R. B. (2002).
Bigger is better: The influence of physical size on aesthetic
preference judgments. Journal of Behavioural Decision
Making, 15, 189–202.

Skylark, W. J. (2018). If John is taller than Jake, where
is John? Spatial inference from magnitude comparison.
Journal of Experimental Psychology: Learning, Memory,
and Cognition, 44, 1113–1129.

Stewart, N., Chater, N., & Brown, G. D. A. (2006). Decision
by sampling. Cognitive Psychology, 53, 1–26.

Stöber, J. (2001). The Social Desirability Scale-17 (SDS-
17): Convergent validity, discriminant validity, and re-
lationship with age. European Journal of Psychological
Assessment, 17, 222–232.

van Doorn, J., Ly, A., Marsman, M., & Wagenmakers, E-J.
(in press). Bayesian inference for Kendall’s rank correla-
tion coefficient. The American Statistician.

http://journal.sjdm.org/vol13.6.html


Judgment and Decision Making, Vol. 13, No. 6, November 2018 Individual differences in the language of comparison 560

Viechtbauer, W. (2010). Conducting meta-analyses in R
with the metfor package. Journal of Statistical Software,
36, 1–48.

Vigil-Colet, A., Morales-Vives, F., & Lorenzo-Seva, U.
(2013). How social desirability and acquiescence affect
the age-personality relationship. Psicothema, 25, 342–
348.

Wagenmakers, E-J., Love, J., Marsman, M., Jamil, T., Ly, A.,
Verhagen, J., ... Morey, R. D. (2018). Bayesian inference
for Psychology. Part II: Example applications with JASP.
Psychonomic Bulletin & Review, 25, 58–76.

Watson, D., Clark, L. A., & Tellegen, A. (1988). Devel-
opment and validation of brief measures of positive and
negative affect: The PANAS scales. Journal of Personal-
ity and Social Psychology, 54, 1063–1070.

Yarkoni, T. (2010). Personality in 100,000 words: A large-
scale analysis of personality andword use among bloggers.
Journal of Research in Personality, 44, 363–373.

Appendix
Table A1: Reliabilities (Cronbach’s alphas).

Study 1 Study 2 Study 3 Study 4

Ext 0.839 0.826 0.883 0.887
Agree 0.287 0.613 0.845 0.836
Con 0.684 0.686 0.867 0.872
Stable 0.773 0.839 0.899 0.897
Open 0.579 0.599 0.853 0.842
Pos 0.929 0.920 0.919
Neg 0.917 0.929 0.917
LOTR 0.900 0.916
PHQ 0.918
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Table A2: Correlation matrix

. Gender Age Ext Agree Con Stable Open Pos Neg LOTR

Age Study 1 0.219∗ . . . . . . . . .

Study 2 0.115 . . . . . . . . .

Study 3 0.059 . . . . . . . . .

Study 4 0.150∗ . . . . . . . . .

Ext Study 1 0.059 −0.059 . . . . . . . .

Study 2 0.016 0.150∗ . . . . . . . .

Study 3 0.005 0.125∗ . . . . . . . .

Study 4 −0.063 0.075 . . . . . . . .

Agree Study 1 0.207∗ 0.195∗ 0.241∗ . . . . . . .

Study 2 0.254∗ 0.204∗ 0.085 . . . . . . .

Study 3 0.131∗ 0.206∗ 0.191∗ . . . . . . .

Study 4 0.171∗ 0.232∗ 0.213∗ . . . . . . .

Con Study 1 0.207∗ 0.141 0.173∗ 0.350∗ . . . . . .

Study 2 0.048 0.193∗ 0.212∗ 0.397∗ . . . . . .

Study 3 0.086 0.224∗ 0.248∗ 0.432∗ . . . . . .

Study 4 0.070 0.224∗ 0.208∗ 0.399∗ . . . . . .

Stable Study 1 −0.093 0.073 0.359∗ 0.446∗ 0.400∗ . . . . .

Study 2 −0.125 0.195∗ 0.354∗ 0.355∗ 0.500∗ . . . . .

Study 3 −0.146∗ 0.236∗ 0.383∗ 0.417∗ 0.507∗ . . . . .

Study 4 −0.191∗ 0.162∗ 0.399∗ 0.360∗ 0.456∗ . . . . .

Open Study 1 0.031 −0.044 0.345∗ 0.264∗ 0.198∗ 0.306∗ . . . .

Study 2 0.069 0.040 0.277∗ 0.220∗ 0.216∗ 0.190∗ . . . .

Study 3 0.022 0.099∗ 0.252∗ 0.176∗ 0.187∗ 0.180∗ . . . .

Study 4 −0.008 0.113∗ 0.208∗ 0.154∗ 0.156∗ 0.111∗ . . . .

Pos Study 1 0.138 0.074 0.478∗ 0.354∗ 0.338∗ 0.401∗ 0.300∗ . . .

Study 2 −0.007 0.119 0.370∗ 0.259∗ 0.288∗ 0.438∗ 0.244∗ . . .

Study 3 0.009 0.170∗ 0.413∗ 0.384∗ 0.408∗ 0.415∗ 0.290∗ . . .

Neg Study 1 −0.047 −0.131 −0.207∗ −0.376∗ −0.388∗ −0.561∗ −0.270∗ −0.166 . .

Study 2 −0.026 −0.141 −0.265∗ −0.326∗ −0.374∗ −0.514∗ −0.165∗ −0.204∗ . .

Study 3 −0.008 −0.193∗ −0.199∗ −0.341∗ −0.366∗ −0.589∗ −0.074 −0.189∗ . .

LOTR Study 1 0.035 0.047 0.381∗ 0.385∗ 0.383∗ 0.613∗ 0.289∗ 0.533∗ −0.429∗ .

Study 2 0.045 0.163∗ 0.439∗ 0.357∗ 0.399∗ 0.641∗ 0.189∗ 0.469∗ −0.491∗ .

PHQ Study 1 −0.021 −0.108 −0.272∗ −0.354∗ −0.412∗ −0.569∗ −0.201∗ −0.375∗ 0.641∗ −0.582∗

Note: ∗ indicates 95% confidence interval excludes zero.
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